O o0 N9 N U B~ WD =

N NN NN NN N N e e e e e e e e
(oI e Y, B VS B\ B =R oRe <R N e NV, B SN S S =)

Case 2:21-cv-02252 Document 1 Filed 12/28/21 Page 1 of 17

F. Christopher Austin (NV Bar No. 6559)
Email: caustin @weidemiller.com
WEIDE & MILLER, LTD.

10655 Park Run Drive

Suite 100

Las Vegas, NV 89144

Telephone: (702) 382-4804

Facsimile: (702) 382-4805

Nathaniel L. Dilger (CA Bar No. 196203)
Email: ndilger @onellp.com

Peter R. Afrasiabi (CA Bar No. 193336)
Email: pafrasiabi @onellp.com

ONE LLP

23 Corporate Plaza

Suite 150-105

Newport Beach, CA 92660

Telephone: (949) 502-2870

Facsimile:  (949) 258-5081

William J. O’Brien (CA Bar No. 99526)
Email: wobrien@onellp.com

ONE LLP

9301 Wilshire Blvd

Penthouse Suite

Beverly Hills, CA 90210

Telephone: (310) 866-5157

Facsimile:  (949) 943-2085

Attorneys for Plaintiff,
FaceTec, Inc.

UNITED STATES DISTRICT COURT

DISTRICT OF NEVADA

FACETEC, INC., a Delaware corporation,
Plaintiff,
V.

1iPROOV LTD, a United Kingdom limited
liability company,

Defendant.

Case No.

COMPLAINT FOR:

(1) PATENT INFRINGEMENT;

(2) BREACH OF CONTRACT

(3) INTENTIONAL INTERFERENCE
WITH CONTRACTUAL RELATIONS

JURY DEMAND

COMPLAINT




O o0 N9 N U B~ WD =

N NN NN NN N N e e e e e e e e
0O N O U A WD R O O 0NN R, W D = O

Case 2:21-cv-02252 Document 1 Filed 12/28/21 Page 2 of 17

COMPLAINT

Plaintiff FaceTec, Inc. (“FaceTec” or “Plaintiff”’) hereby complains and alleges against

Defendant iProov Ltd. (“iProov” or “Defendant”) as follows:
PARTIES

1. Plaintiff FaceTec is a Delaware limited liability company with its principal offices
located at 1925 Village Center Cir., Ste 150, Las Vegas, NV 89134.

2. FaceTec is informed and believes that Defendant iProov is a United Kingdom
limited liability company with a regular and established place of business at 10 York Rd, London
SE1 7ND, United Kingdom.

NATURE OF THE ACTION

3. This is an action for patent infringement arising under the patent laws of the United
States 35 U.S.C. §§ 1 ef seq., including 35 U.S.C. § 271, and the Court’s supplemental jurisdiction
pursuant to 28 U.S. Code § 1367.

4. FaceTec is informed and believes that Defendant has infringed and continues to
infringe, contribute to the infringement of, and/or actively induce others to infringe Plaintiff’s U.S.
Patent No. 10,776,471 B2 (the “’471 patent” or the “patent-in-suit”). Ex. A.

5. In addition, FaceTec is informed and believes that Defendant has breached and

continues to breach its contractual obligations to FaceTec.

JURISDICTION AND VENUE

6. This Court has subject matter jurisdiction over this patent infringement action
pursuant to 28 U.S.C. §§ 1331 and 1338 and supplemental jurisdiction over FaceTec’s claim for
breach of contract pursuant to 28 U.S. Code § 1367.

7. This Court has personal jurisdiction over iProov because iProov does and has done
substantial business in this judicial District, including: (1) committing acts of patent infringement
and/or contributing to or inducing acts of patent infringement by others in this judicial District and
elsewhere in this State; (ii) regularly conducting business in this State and judicial District; (iii)

directing advertising to or soliciting business from persons residing in this State and judicial
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District; and (iv) engaging in other persistent courses of conduct, and/or deriving substantial
revenue from products and/or services provided to persons in this District and State.

8. Venue is proper in this Court pursuant to 28 U.S.C. §§ 1391 and 1400(b). iProov
has transacted business in this district and has committed acts of patent infringement in this
District. And as a foreign entity, iProov may be sued in this District because “a defendant not
resident in the United States may be sued in any judicial district.” 28 U.S.C. § 1391(c)(3); see also
Brunette Machine Works, Ltd. v. Kockum Industries, Inc., 406 U.S. 706 (1972).

FACTUAL BACKGROUND

9. FaceTec is a leader in biometric liveness detection. Simply explained, this
technology allows face image data collected to verify the physical presence of a live human with
high confidence, i.e., the face image data of a person is used to verify the presence of that person
to create a new digital account or provide authorized access to an existing account. The liveness
detection technology provided by FaceTec utilizes the image data of the user’s face to prove the
user is physically present. Once the user’s liveness is proven to a high confidence and the
collected face data also matches the expected face data with high confidence, the user may then be
allowed access to a protected computer, smartphone, bank account, etc.

A. FaceTec’s biometric liveness technology.

10. Liveness detection seeks to ensure that a live human is present and in front on the
camera at the time biometric face data is collected. For example, liveness detection would detect if
— rather than an actual living person being imaged at the time of data collection— an attempt to
spoof the liveness detection software is being perpetrated. For example, a fraudster might present
an artifact such as a 2-dimensional (2D) photo of a face, or a video of a face that was prerecorded,
or might attempt to bypass the camera sensor entirely and inject a video stream directly into the

device’s hardware, operating system, or web browser software.
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1. Liveness detection alone offers significant security benefits but is often paired with
biometric face matching to enable remote user authentication or user identity verification. Remote
user identity verification generally includes the following steps':

° Capture one or more photos or video frames of the user’s face.
° Perform a liveness check to determine if the source of the face data is a live

and physically present human, or if the captured data is from a pre-collected

artifact.
° Capture one or more images of a Photo ID document.
o Extract text data from Photo ID and any barcode or NFC chip present with

the document.
° Compare the liveness-proven image data to the face image data on the
Photo ID or NFC chip, or in a trusted identity issuer’s database.

12. FaceTec’s technology for liveness detection inspects and analyzes numerous
different aspects of the face images collected by the camera sensor. One very important aspect
analyzed is “perspective distortion,” which, when present, verifies to a high level of confidence
that the source of the face data was 3D. The FaceTec software performs this function by
collecting one or more face images at a first distance from the camera, collecting one or more face
images at a second distance from the camera, and then comparing the images to confirm the
presence of perspective distortion and hence exhibit photographic evidence of 3-dimensionality.

13. The following two images simulate the expected changes in the appearance of a 3D
face when the capture distance is changed. As can be seen below, perspective distortion causes the
user’s nose to swell in proportion to the rest of the face, as well as other subtle but detectable
distortions in the face shown in the second image as compared to the face of the first image.
FaceTec’s software measures the perspective distortion between at least two images taken at

different distances between the subject and the camera.

!'The order of operation may vary.
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First Image Second Image

14. By measuring/confirming various indicia such as 3D face depth, skin texture, eye
reflections, etc., the FaceTec software is able to confirm a user’s liveness with exceptionally high
confidence.

15. Other organizations have attempted to use 2D images to detect the liveness of the
user using either a single photo, or a series of photos taken at the same distance. 2D liveness,
however, simply does not have the necessary accuracy to detect today’s sophisticated threats.
Additionally, 2-dimensional face matching is more vulnerable to impersonation attacks because
many people have high resolution photos posted online that can be used as spoof artifact source
material.

16. Alternatively, hardware-based 3D systems have also been used, including Apple’s
“Face ID,” which allows a user to unlock their iPhone simply by looking at the device. Apple’s
Face ID system, however, requires specialized infrared cameras that are built into the phone screen
to confirm 3D depth as part of its liveness analysis. But this need for special hardware means this
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technology cannot be utilized by the vast majority of current smart device owners around the
world, whose devices do not include built-in infrared cameras. In contrast, FaceTec’s 3D
liveness detection software can be implemented on virtually any device having a 2D camera,
which includes almost all modern laptop computers, smartphones, and desktop computers.
Overall, FaceTec’s software solution can be used on an estimated 10 billion Android & 10S
devices, smartphones, and computers with webcams.

17. Currently, FaceTec’s technology provides approximately 500 million liveness
checks annually on six continents and for all combinations of user age, gender, ethnicity and
device type.

B. FaceTec’s patent portfolio.

18.  FaceTec has sought protection for its technological innovations, which has resulted
in the issuance of the 471 patent-in-suit as well as other related patents.

19. The ’471 patent issued on June 10, 2014 and is titled “Facial recognition
authentication system including path parameters.” FaceTec is the owner of the 471 patent. Ex. A.

20. Additional patents issued to FaceTec include the following:

° 11,157,606: “Facial recognition authentication system including path
parameters”
° 10,915,618: “Method to add remotely collected biometric images /

templates to a database record of personal information”

° 10,803,160: “Method to verify and identify blockchain with user question
data”
° 10,698,995: “Method to verify identity using a previously collected

biometric image/data”

o 10,614,204: “Facial recognition authentication system including path
parameters”
° 10,262,126: “Facial recognition authentication system including path
parameters”
6
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o 9,953,149: “Facial recognition authentication system including path
parameters”
o D813,264: “Display screen or portion thereof with graphical user interface”
21. In addition, FaceTec owns nearly a dozen pending U.S. and foreign patent

applications on its technology.
C. FaceTec’s “Spoof Bounty Program”

22. FaceTec’s intense development of its liveness detection software included years of
testing its software against tens of millions of digital and physical spoof attempts, including:

o 2D paper photos & digital images

o High resolution videos

o Paper masks with eye & mouth cutouts

o “Hollywood” quality masks, wax figures & lifelike dolls
o Photos or video frames animated into avatars

o Video projections on 3D heads

° Device Emulators & Virtual Camera programs

o Hardware Video Injection converters & adapters

23. To further enhance the security of its product, in October 2019, FaceTec publicly
implemented a “Spoof Bounty Program,” whereby, in exchange for agreeing to FaceTec’s terms
and conditions, any interested party would be permitted access to FaceTec’s Bounty Program to
try to spoof or bypass the FaceTec software. If the participant successfully spoofed or bypassed
the system, they were to notify FaceTec of the details of the successful attack so that FaceTec
could use this information to mitigate that threat vector and thereby make its software more
secure.

24, FaceTec has, since October 2019, offered participants a bounty (monetary reward)
for any successful attacks to encourage people to participate in the program. The amount of this
bounty is based on the type of attack successfully used. The Bounty Program currently includes

the following attack vectors and bounty payout amounts:
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25. Through the Spoof Bounty Program, FaceTec has uncovered two previously
unknown vulnerabilities in FaceTec’s Liveness software’s security layers. This information has
allowed FaceTec to patch the newly discovered vulnerabilities and thereby elevate the anti-
spoofing capabilities and overall security even further. Today, all known threat vectors are
mitigated by the FaceTec algorithms, which utilize neural networks along with other artificial
intelligence and machine learning techniques.

26. Given that participants were granted special access to the FaceTec Spoof Bounty
Program software, participation in the Bounty Program understandably included several
significant restrictions. Without exception, participants are required to agree to use any
information learned during participation in FaceTec’s Spoof Bounty Program solely for that

program. Participants cannot reverse engineer the FaceTec software and use that information in
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any other liveness detection product or service, and participants are required to hold all

information learned through the Spoof Bounty Program strictly confidential:

Program, as well as testers of its Demo Applications and Developer accounts. And these records

show that — in addition to many legitimate participants — certain iProov executives/employees

Any information you receive or collect about FaceTec, its customers, technology,
software, applications, performance, security methods and other related
information through the Spoof Bounty Program (“Confidential Information”) must
be kept confidential and only used in connection with the Spoof Bounty Program.
You may not use, disclose or distribute any such Confidential Information,
including, but not limited to, any information regarding your Submissions and
information you obtain when researching the FaceTec products and services,
without FaceTec’s prior written consent. You may not use any of the information,
concepts, computer code, security techniques, sequencing or strategies that you
may learn from attempting to reverse engineer FaceTec’s technology during your
participation in the Spoof Bounty Program or using the bounty.facetec.com page in
any other Liveness Detection product or service offered by any other company. If
you do use information that you learn from interacting with FaceTec’s technology
in any other Liveness Detection Product or Service, you will be held liable for
intellectual property theft and will be prosecuted to the fullest extent of the
applicable laws.

217. FaceTec maintained detailed records of all participants in its Spoof Bounty

participated extensively in the FaceTec Spoof Bounty Program and the FaceTec Demo

Applications. Indeed, it is estimated that iProov executives and employees spent over 80 hours

conducting extensive probing attacks of the FaceTec software. And as explained further below,

iProov thereafter improperly used the information it learned through these attacks in direct

contravention of its contractual obligations to FaceTec.

111
111
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D. Defendant iProov and the ‘“Liveness Assurance” product

28. Defendant iProov is well aware of both FaceTec and its patented technology.
iProov makes software called “Liveness Assurance, which competes with FaceTec’s software.
This offering — with aspects copied from FaceTec — performs biometric liveness detection.
According to iProov’s web site:

iProov's Liveness Assurance technology attempts to verify that a face presented to

a mobile device is from a live human being. It identifies if a photograph or video

or mask is being used to attempt to spoof the biometric security system as part of a

presentation attack. It confirms that a user is:

1. A real person — this person is a human being and not a photo, a mask, or

other presentation attack.
https://www.iproov.com/iproov-system/technology/liveness-assurance.

29. As alleged herein, iProov’s Liveness Assurance product infringes at least
FaceTec’s ‘047 patent. In addition, the Liveness Assurance product also improperly incorporates
aspects of FaceTec’s technology that iProov learned through its participation in the Spoof Bounty
Program and unauthorized use of the FaceTec software outside of the Spoof Bounty Program.

30. As noted above, numerous iProov executives and employees conducted extensive
probing attacks of the FaceTec software. But rather than comply with the requirements of the
Spoof Bounty Program, which required confidentiality for any of the information learned through
its participation, iProov instead directly violated the requirements imposed on all participants in
the Spoof Bounty Program. In particular, iProov improperly reverse engineered FaceTec’s
software and used the information gleaned therefrom to create iProov’s Liveness Assurance
software.

31. In addition, one iProov employee (Joseph Palmer) spent an estimated 80 hours
attempting Level 5 camera bypass attacks in June-July of 2020, even though there was no financial
bounty offered to incentivize that type of attack during that time frame. That iProov employee
continued to participate in the bounty until at least January 2021, gleaning more and more
information about how the FaceTec software worked. Shortly thereafter in 2021, iProov released
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its “Liveness Assurance” software and included in it a security technique that FaceTec refers to as
“Camera Cycling,” as well as a user interface which required users to provide images of their face
from at least two different distances.

32. On information and belief, iProov improperly used the additional information
gleaned during its participation in the Spoof Bounty Program to reverse engineer portions of the
FaceTec software and added aspects of FaceTec software to its own Liveness Assurance software.

33. In addition, iProov disclosed to at least one third party, a FaceTec partner, details
about information iProov learned from its participation in the Spoof Bounty Program, which it was
required to keep confidential. This was done in direct violation of the contractual obligations
established to FaceTec by all Bounty Program participants when they accepted the FaceTec
Bounty Program terms and conditions prior to gaining access to the FaceTec Bounty Program
software.

34. After uncovering evidence of the reverse engineering, FaceTec contacted iProov in
writing on or about September 9, 2021, and demanded that iProov immediately cease and desist its
improper use of any and all technology learned by iProov during its exhaustive reverse
engineering as well as any technology that falls under the scope of FaceTec's patents.

35. While iProov responded to this letter shortly thereafter, it refused FaceTec’s
demand to cease and desist and refused to address the unauthorized use of information it learned
regarding FaceTec’s Liveness detection software. Faced with this refusal, FaceTec had no choice

but to pursue this lawsuit.

FIRST CLAIM FOR RELIEF

(Infringement of the 471 Patent — 35 U.S.C. §§ 271 ef seq.)
36.  Plaintiff realleges and incorporates by reference the foregoing paragraphs, as
though fully set forth herein.
37.  Defendant iProov has had actual knowledge of the 471 patent. For example, in
September of 2021 FaceTec contacted iProov in writing, specifically notifying iProov that the
Liveness Assurance product infringed at least Claim 10 of the 471 patent. Despite having full

knowledge of the *471 patent and its infringement of that patent, Defendant has directly infringed
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and continues to directly infringe one or more claims of the 471 patent by developing, making,
using, offering to sell, selling and/or importing, in this District, elsewhere in the United States, and
internationally, iProov’s Liveness Assurance product (the “Accused Product”). For example, as
shown in the chart attached as Exhibit B, users of the Accused Product (whether iProov customers
or iProov itself) infringe at least claim 10 of the "471 patent.

38. iProov also has induced the direct infringement of its customers and continues to
induce infringement one or more claims of the 471 patent by developing, making, using, offering
to sell, selling and/or importing, in this District and elsewhere in the United States, the Accused
Product. Among other things, iProov has — with full knowledge of the 471 patent and its
applicability to the Accused Product — specifically designed the Accused Product in a manner that
infringes the 471 patent and has also specifically instructs users of the Accused Product — via on
screen visual guidance and/or online instructional materials — to use the Accused Product in a
manner that infringes one or more claims of the 471 patent, including at least claim 10.

39. Moreover, iProov has contributed to the infringement of and continues to
contributorily infringe one or more claims of the 471 patent by developing, making, using,
offering to sell, and selling the Accused Product in this District, elsewhere in the United States,
and internationally. In particular, iProov developed, made, used, offered to sell, sold and/or
imported the Accused Product with full knowledge of the *471 patent and its applicability to the
Accused Product. In addition, the Accused Product is a non-staple article of commerce that has no
substantial use other than in a manner that infringes one or more claims of the "471 patent,
including at least claim 10.

40.  iProov’s actions constitute direct infringement, contributory infringement, and/or
active inducement of infringement of one or more claims of the 471 patent in violation of 35
U.S.C. § 271.

41. FaceTec has sustained damages and will continue to sustain damages as a result of
Defendant’s aforesaid acts of infringement.

42.  FaceTec is entitled to recover damages sustained as a result of iProov’s wrongful

acts in an amount to be proven at trial.

12

COMPLAINT




O o0 N9 N U B~ WD =

N NN NN NN N N e e e e e e e e
(oI e Y, B VS B\ B =R oRe <R N e NV, B SN S S =)

Case 2:21-cv-02252 Document 1 Filed 12/28/21 Page 13 of 17

43. iProov’s infringement of FaceTec’s rights under the ’471 patent will continue to
damage Plaintiff’s business, causing irreparable harm, for which there is no adequate remedy at
law, unless it is enjoined by this Court.

44. In addition, iProov has infringed the 471 patent — directly, contributorily, and by
inducement — with full knowledge of the *471 patent and despite having full knowledge that its
actions constituted infringement of that patent. For at least this reason, iProov has willfully
infringed the *471 patent, entitling FaceTec to increased damages under 35 U.S.C. § 284 and to
attorney fees and costs incurred in prosecuting this action under 35 U.S.C. § 285.

SECOND CLAIM FOR RELIEF

(Breach of Contract)

45. FaceTec realleges and incorporates by reference the foregoing paragraphs, as
though fully set forth herein.

46. Participation in FaceTec’s Spoof Bounty Program required that all participants
accept the terms and conditions of that program. Among other things, these terms and conditions
required that participants use information learned during participation in FaceTec’s Spoof Bounty
Program solely for that program. The terms and conditions clearly state that the participants must
agree not to use any information that they learn in any other liveness detection product or service,
and would hold all information learned through the Spoof Bounty Program in strict
confidentiality:

Any information you receive or collect about FaceTec, its customers, technology,

software, applications, performance, security methods and other related

information through the Spoof Bounty Program (“Confidential Information”) must

be kept confidential and only used in connection with the Spoof Bounty Program.

You may not use, disclose or distribute any such Confidential Information,

including, but not limited to, any information regarding your Submissions and

information you obtain when researching the FaceTec products and services,
without FaceTec’s prior written consent. You may not use any of the information,
concepts, computer code, security techniques, sequencing or strategies that you

13
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may learn from attempting to reverse engineer FaceTec’s technology during your

participation in the Spoof Bounty Program or using the bounty.facetec.com page in

any other Liveness Detection product or service offered by any other company. If

you do use information that you learn from interacting with FaceTec’s technology

in any other Liveness Detection Product or Service, you will be held liable for

intellectual property theft and will be prosecuted to the fullest extent of the

applicable laws.

47. By participating in FaceTec’s Spoof Bounty program, iProov personnel accepted
all terms and conditions of that program, including the terms and conditions set forth above, and
formed thereby a valid and enforceable contract with FaceTec.

48. Plaintiff FaceTec either performed any necessary contractual obligations or was
excused from performance of those obligations. For example, FaceTec provided all participants,
including the participating iProov employees access to the FaceTec software so that they could
attempt to uncover any vulnerabilities in that software and recover a bounty thereby.

49. iProov, however, breached the terms of its contract with FaceTec. These breaches
included that:

o iProov did not keep confidential the information that it received or collected
about FaceTec, its technology, software, applications, performance, security
methods and other related information through the Spoof Bounty Program
(“Confidential Information™), and in fact disclosed some information about
their experience with the Bounty Program to at least one FaceTec partner in
an improper attempt to gain an unfair competitive advantage against
FaceTec;

o iProov used the Confidential Information for purposes outside of the Spoof
Bounty Program;

° iProov used, disclosed and/or distributed Confidential Information outside

of the Spoof Bounty Program and without FaceTec’s prior written consent;

14
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° iProov used the information, concepts, computer code, security techniques,
sequencing or strategies that it learned from the Spoof Bounty Program to
attempt to reverse engineer FaceTec’s technology; and

° iProov used the information, concepts, computer code, security techniques,
sequencing or strategies that it learned from the Spoof Bounty Program to
incorporate into its own liveness detection product -- Liveness Assurance.

50.  As aresult of these actions, FaceTec suffered damage thereby, including that
iProov gained an unfair competitive advantage against FaceTec.

THIRD CLAIM FOR RELIEF

(Intentional Interference with Contractual Relations)

51. As alleged herein, iProov personnel chose to participate in the FaceTec Spoof
Bounty Program, thereby creating a valid and existing contractual relationship with FaceTec.

52. iProov was aware of the contractual relationship between FaceTec and the iProov
personnel who participated in the FaceTec Spoof Bounty Program and the contractual obligations
owed thereby to FaceTec. Despite this knowledge, iProov engaged in intentional acts that were
intended or designed to disrupt this contractual relationship, including encouraging or directing the
personnel to breach their contractual obligations to FaceTec.

53. Because of these intentional acts by iProov, one of more of the iProov employees
that chose to participate in the FaceTec spoof bounty program in fact did actually breach their
contractual obligations to FaceTec, including by misusing information gleaned from their
participation in violation of the explicit terms of that program.

54. As aresult of these breaches, FaceTec suffered damages thereby, including being

put at a competitive disadvantage as a result of iProov’s conduct.

PRAYER FOR RELIEF

WHEREFORE, Plaintiff FaceTec asks this Court to enter judgment in their favor and
against Defendant iProov and grant the following relief:

A. An adjudication that iProov has willfully infringed and continues to willfully
infringe the patent-in-suit.

15
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B. An adjudication that iProov has breached its contractual obligation to FaceTec.

C. Orders of this Court temporarily, preliminarily, and permanently enjoining iProov,
its agents, servants, and any and all parties acting in concert with them, from directly or indirectly
infringing in any manner any of the claims of patent-in-suit and from further breaching iProov’s
contractual obligations to FaceTec;

D. An award of damages — in an amount to be proven at trial — adequate to compensate
FaceTec for iProov’s infringement of the patent-in-suit and for iProov’s breach of contract;

E. A finding that this is an exceptional case and an award of FaceTec’s costs and
attorney fees;

F. A trebling of the damage award to FaceTec;

G. An assessment and award of pre- and post-judgment interest on all damages
awarded; and

H. Any further relief that this Court deems just and proper.

Dated: December 28, 2021 WEIDE & MILLER, LTD.

By: /s/ F. Christopher Austin
F. Christopher Austin

ONE LLP
Nathaniel L. Dilger
Peter R. Afrasiabi
William J. O’Brien

Attorneys for Plaintiff,
FaceTec, Inc.
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DEMAND FOR JURY TRIAL

Plaintiff FaceTec hereby demands a trial by jury as to all claims and all issues properly

triable thereby.

Dated: December 28, 2021 WEIDE & MILLER, LTD.

By: /s/ F. Christopher Austin
F. Christopher Austin

ONE LLP
Nathaniel L. Dilger
Peter Afrasiabi
William J. O’Brien

Attorneys for Plaintiff,
FaceTec, Inc.
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FACIAL RECOGNITION AUTHENTICATION
M OINCTUDING PATH PARAMET

CROSS REFERENCE TO RELATED
APPLICATIONS

This application is a cominuation of and claims priority to
LIS, application Ser. Noo 1534934103 filed Mar. 23, 2018,
which s o continuation of and claims priority w LS,
application Ser. No. 14/839.505 liled Apg. 28, 2015, which
cloims the benefit of US. Provisional Application Ne.
62/043.224 which was filed Aug. 28, 20014; LLS. Provisional
Application No. 62/054.847 which was filed on Sep. 24,
2014; TLS. Provisional Application No. 62/064.415 which
was liled on Oct. 15, 2014: UL, Provisional Application No,
62/085.963 which was liled on Dec. 1. 2014: 118, Provi-
sional Application Na, 62/101.317 which was liled on Jan.
#2015 UK, Provisional Application Ne. 62/139.538 which
was liled on Mar. 27, 2005 and U8, Provisional Application
Neo 627188 584 which wos liled on Jul. 3. 2005 The
contents of each of the above applications are incorperated
by relerence.

BACKOGROUND
1. Vield of the Invention

The disclosed embadiments relate o blometric security,
More specilically. the disclosed cmbadiments relate 0 a
tacial recognition authentication systems.

2, Related Ant

With the growih ol personal elecironic devices that may
be used to asccess a number of user accownts. and the
increasing threat of dentity thelt and other seeunty Issues.
there is a growing need for wayvs W securcly access user
acenunts via cloctronic devices, Account holders are thus
aften reguired o have longer passwords that meet various
criteria such as using a mixture of capilal and lowercase
leners. numbers. and other svmbols, With smaller electronic

devices, such as smarl phones, smart watches, “Toternet ol

Things™ (1o} devices and the ke, it may become cum-
bersame o altempl o type such long passwaords e the
device cach time access to e acoount Is desired. In somie
nstances, users may even decide © deactivate such cum-
bersome security measures duc o heir inconvenience an
their devices, Thus. users of snch devices may prefer other
methods of secure access (o their user accounts.

Cne other such method may be through the use of

biometries. Vor example. an electronic deviee may have an
oplical reader that miy scan g user’s fingerprint w determine
that the person requesting access e o device or an accounl
is authorized. However such fingerprint systems are often
prohibitively expensive Tor use on a small electronic device
ar are olien considered unreliable and unsecure.

[n addition. facial recognition is pencrally known and
may be used ina variety of contexts. Two-dimensional facial
recognition is commanly used Lo tag people in images an
social networks or in photo editing soltware, Facial recou-
nition solitware, however, has not been widely implemented
anl its own o seeurely authenticale users allempling (o gun
access 0w aceount because it nol considered secure
enough. For example, two-dimensional Facial recognition is
considered unsecore because faces may be photographed or
recarded. and then the resulting prints or video displays
showing images of the user may be used to trick the system.
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Accordingly. there is a need for reliable. cost-cliective. and
converient method o authenticate wsers attempting to log in
to, for example, 4 user account.

SUMMARY

The disclosed embaodiments have been deveioped in light
of the above and aspects of the invention may include a
methad for enorolling and authenticating a vser in an authen-
tication system via a user’s a4 mebile computing device, The
wser’s device includes o camera and at least one movement
deteeting sensor, such as an acceleromeler, magnetometer.
and gyroscope,

I one embodiment, the user may enroll m the system by
providing enrollment images of the user’s lace. The enroll-
ment images are wken by the camera of the mobile device
as the user moves the mobile device w different positions
relative 10 the user’s head. The user may thus obtain
corollment images showing the user’s lace from ditlerent
angles and distances. The system may also wtilize one or
mare moevemenl sensors ol a mobile device 1o determine an
enrollment movement path that the phone takes during the
nnaging . AL least one image is processed w deteet the user's
laee within the mage, and 0 ablain birmetric infomanion
lrent the user’s Tace in the image. The Image processing nuy
be done on the user’s mobile device or at a remote device.
stiel s an authentication server or a user aceount server, The
carollment inlormation {the enrollment biometrics. move-
nment. and other information) may be stored on the mabile
device or remole device.

The system may then authenticate @ user by the user
providing ar least one authentication image vio the camera ol
the mobile device while the user moves the mobile device o
different positions relative 1o the usec's head. The suthenti-
cation images are processed for face detection and facial
biometric mformation. Path parmeters are also obtained
during, the inaging of the authentication mvages (suthenti-
cation movement). The authentication information (authen-
tication biometric, mavement. and other inlormation) s then
compared with (he enrollment information (o deiermine
whether the user should be authenticated or denied. Image
processing and companson may be conducted on the user’s
mehile device, or may be conducted remotely.

In some embodiments. multiple enrollment prefiles may
be created by @ user W provide further security. For example.
A user may credte an enrollinent wearing accessones such as
a hat or glasses. or while making a funny tace. [n lurther
embodiments. the user’s enrollment information may be
linked to o user cmail address. phone number. or other
identitier.

The authentication system may include feedback dis-
played on the mohile device 1o aid a gser in learming and
authentication with the system. For instance, an aceuracy
meter may provide leedback on a match rate of the authen-
tication hiometrics or movement. A movement meter may
provide feedback on the movement detected by the mabile
device,

In some embodiments. the system may reward users whoe
suceessiully utilize the authentication system or whe ather-
wise take fraud preventing ncasures, Such rewards may
include leaderbourds, statns levels, reward points, coupons
or other oflers. and the like. In some emboediments. the
authentication system may be used w login w0 multiple
accounts.

In addition to blometnie and movemend matching. some
embodiments may alse wnilize banding detection. plare
detection. and sereen edge detection w tunther seeure the
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systent. In other embodiments. other user attributes may he
deteeted and matched including users” gender, age, ethnicity,
and the like.

The svstem may alse provide gradual access 0 user
aceount(s) when the user first sets up the authentication
syslent. As the user successiully amplements the systen,
authorization may be expanded. For example. during a time
peried as the user gets accustemed to the authentication
systent. lower Irnsaction limits may be applied.

[ some embadiments. the mobile device may show video
teedback ol what the user is imaging 1o aid the user w image
his or her Lace during enrollment or authentication. The
video leedback may be disployved on only a portion of the
display sereen ol the mobile device. For example, the video
[eedback may be displayed inan upper portion of the display
sereen. The video feedback display may be position on a
portion of the display screen that corresponds with a location
ol a front-fucing camera of the mobile device.

To facilitate imaging in low-light. portions of the screen
ather than the video feedback may be displaved in a bright
color, such as white. In seme embodinments. and 1.0 or
infrared light may be used. and near infrored thermal inag-
e may be done with an infrared camera. The mobile device
used lor imaging may thus have multiple cameras  lor
caplure visible light and infrared images. The mobile device
may alse have multiple cameras (two or mone) imaging. in a
single spectriim or nuiltiple spectriam o provide stereo-
scapic. three-dimensional images. In soch an embadiment.
the close-up frames (znomed) may create the most dilter-
entiation as compkaad o images capluced lront a distanee. In
such an embodiment. the frames captured at o distance may
be umiecessary,

In some embodiments, o provide added security, the
maohile device may oulput objects, colors, or patterns on the
display screen o be detected during the imaging. The
predetermined object or pattern may be a unigue one-
dimensional or two-dimensional barcode. For example, a
QR code {(two-dimensional barcode) may be displayved on
the sereen and reflected oft of the vser’s eye. 1 the QR code
is detected in the image. then the person may be authenti-
cated. [n other embodiments. an object may mave on the
sereen and the system may deteet whether o user™s eves
lollew the movement.

In seme embodiments, the system nway provide prompis
on a video leedback display to aid the user in moving the
device relative w the user’s head dosiog enrolhinent andfor
authentication. The prompts may include ovals or (rames
displayed on the display sereen in which the user must place
his or her fee by moving the mobile device until his or her
tace is within the aval or trame, The prompts may preferably
be of ditlering sizes and may also be centered an diflerent
positions of the sereen. When an actual, (hree-dimensional
persan images imsell ar hersell close np and Lu away, 1t
has been found that the blometrie results are different due o
the fish-eve effeet of the lens. Thus. w three-dimensional
persan may be validated when biometric results are ditlerent
in the clese-up and far away images. This also allows the
user e have multiple biometrie profiles for cach ol the
distances.

[0 other embodiments. biometrics from images obtained
between the close-up and far away images may be analyzed
lor inecrementally diflerent bomelrie resulis. It this manner.
the morphing. of the face from the far face to the warped
clime up lace s captured and tracked. The incremental
[rames duning an authentication may then be matehed 1o
trames capiured at similar locations during enrollment along.
the motion path and compared o ensure that the expected
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similarities and difference are found. This resuits in a mation
path and captured image and biometrie data that can prove
4 three-dimensional person is presently being imaged. Thus,
nost anly are the close-up amd lr away biometrics compared.
but alsa biometric data obtained in between, The biometric
data obtained in between must also correspond W a cormect
marphing speed aleng the mouon path. greatly enhancing
the security of the system,

The touch sereen may be utilized in seme emboediments,
For example, the user niay need (o enter a swipe a particular
code or pattern in addition to the authemication system
described herein. The touchscreen may also detect a size and
arienttion ol oser’s linger, and whether or nota right hand
or a left hand is wsed on the teuch sereen. Yoice parameters
may also be used as an added layer of seeurity. The system
mty deteet edge sharpness or other indicators 1o ensuare (hat
the obtained images are of sutlicient quality for the authen-
tication systen.

When o camera has an antofocus. the antolocus may be
contralled by the system o validate the presence of the
actual, three-dimensional person. The autolocus may check
that dillerent leatores of the user or emvironmen locus at
different local lengths. In other embodiments. anthentication
imazes may be saved W review the peeson who attempted o
authenticate with the system.

Lo some embadiments. the match thresholds required may
be adapted over time. The system may s account for
changing biometrics due to age, weizhl gaindloss, environ-
ment. user experience. seeurity levell ar other fwetors, In
turther embaediments. the system may utilize image distor-
tim prior 0 ohtaining biometoc inlormation 1o ludher
protect against frandulent aceess.

The system may utilize any number or combination of the
security features as secunity layers, as described herein.
When authentication fails, the system may be confipured so
that it is unclear which security layer tinggered the failure to
preserve the inteprity of the security system.

Onher systems. methods. Teatures and advantages aof the
invention will be or will become apparent 0 one with skill
in the art upon examination ol the following ligores and
detatled deseription. It is mitended that all such additional
systents, methads, [eatures and  advantages  be included
within this deseniption. be within the scope of e invention,
and be protected by the accompanying claims.

BRIEE DESCRIPTION OF THIEE DRAWINGS

The components in the figures are nat necessarily to scale.
emphasis instead being placed upon illustroling the prin-
ciples of the invention. In the {igures. like reference numer-
als designale corresponding parts throughow the ditlerent
VWS

F1G 1 illustrates an example environmeni of use of the
tacial recognition authentication system, according w one
exemplary embodiment.

FIG. 2 illustrates an example embodiment of o mobile
device,

FIG. 3 allustrates exemplary software modules that are
part of the mobile deviee and server.

FIG. 4 shows a method for perlorming tacial recognition
authentication according o one embodinment.

145, 5 shows o method for enrolling a user i a facial
recopnition authentication systenn. secording 1o one exem-
plary embodinent.

FIGS. 64 and 613 show an example ol movement ol o
mwbile deviee about a user’s face according o one exem-
plary embodiment.
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FIGS, 7A and 78 show an examiple of movement of a
mubile device aboutl a nser's fce according o one exem-
plary embodiment.

IICn 8 shows a method ol proy
mation in a tacial recognition authentication system. accord-
i 1o one exemplary embodiment,

171G, 9 shows a method of verifving avthentication cre-
dential in g fucial recognition authentication system, gccord-
ing o one excenplary embodiment.

F1Ge 100 Mustrates an - exemplary display  showing o
graphical and numeric teedback in a facial recognition
authentication system.

FIGS. 1140 1B and 110 allustrate exemplary video
leedback displays corresponding (o froni-lfacing camera
positions i a ekl recognition authenication systen.

115 12 shows an exemplary video display feedhack of a
tacial recognition authentication system where edge pixels
on the sides of the display are stretched hortzontally.

FIGS. 134 and 138 illustrates exemplary sereen displays
wilh e alignment indicators shown as an oval (o serve as
a guide as the user moves the mobile device closer o or
away [rom their face,

FIG, 14 illustrates an exemplary mohile device display
showing a praphical code entry ioterlace with an imaging
area.

FIG, 15 dilustrates an example mobike device display
showing o numeric and graphical code enlry interface with
an imaging area.

e authentication mloe-

DETAILED DESCRIPTION OF EMBODIMENTS

Acsystem and method lor providing secure and convenient
lacia] recognition authentication will be deseribed below.
The system and method may be achieved without the need
tor additional expensive biometric readers or systems while
oftening enhanced secority over conventional facial recop-
nition systems.

FFacial Recognition Authentication Envirenment

I1G 1 illustrates an exanple environment of use of the
tucial recognition authentication system described herein,
This is but one possible eovironment of wse and systen. It
is contempluted thel, after reading he specilication provided
below in conmection with the [gures, one of erdinary skill in
the art may arrive at different environments of use and
configurations.

[ this environment. a user 108 may have a mobile deviee
112 which may be used 10 access one or more ot 1he vser's
accounts ¥ia authentication systems, A user 108 may have a

mobile deviee 112 that is capable of captuoring a picture of

the user 108, such as an image ol the user™s face, The user
may se a cimerst 114 on or connected to the mohile device

12 e caplure an image or multiple images or video ol

himsell or herself. The mobile device 112 may comprise uny
type ol mobile device cupable of captunng an image, either
still or video, and performing processing of the image or
conunnnication vver @ network,

[n this embodiment. the user 108 may carry and hold the
mabile device U2 1o capture the image, The user may also
wear oF hold any number al ather devices., For, example. the
user may wear 1 walch 130 containing one or moere cameras
134 or hiosensors disposed on the walch. The camera 134
may be conligured o ereate an image from visible light as
well as idrared light The camera 134 may additionally or
alternatively employ tage intensilication, active illumina-
tion, or thermal vision to obain images in dark cnviren-
e,
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When pointed towards o user 108, the camera 134 may
caplure an image of the user's face. The camers 134 may he
part of oo medule thot may either melode communication
capability that communicistes with cither a mobile device
12 such as vin Bluetooth ®t, NFCL or other format. or
commumeation directly with a nctwork 116 over 2 wired or
wireless link 154, The watch 130 may include a sereen on its
tace to allow the wser 10 view inlormation. 1 the camera
module 134 communicates witl the mobile device 112, the
mobile device 134 may relay cammunications o the nel-
work 116, The maobile device 134 may be conligored with
mare than one Tront lacing camera 114 1o provide for a 30
ar stereoscopic view, or o oblain images across @ diflerent
spectral ranges. such as near infrared and visible Tight.

The mobile device 112 is conligured to wirelessly com-
municate over a network 116 with a remote server 120, The
server 120 may communicate with one or more databuses
124. The network 116 may be any type of network capable
ol communicating to and front the moebile device including
but net limited 10 a LAN, WAN. PAN. ar the Internet. The
mohile device 112 may communicate with the network via
a wired or wireless conneclion, such as via Ethernet. Wil'i.
NICLand the like. The server 120 may include any tvpe of
computing  device capable of commuonmicating with the
maohile device 112, The server 120 and mobile device 112
are configured with & processor and memory and are con-
figured 1o execute machine readable code or machine
insteuctions stored in the meniory.

The database 124, swored on mabile device or remate
location as shown, may conkain facial biomerrie informetion
and authentication mformastion of users 108 o idemtily the
users 108 1o allow access (o asseciated user data based on
one or more nages or bometrie information received from
the mobile device 112 or watch 134, The data may be, lor
example, information relating 10 4 user account or instrue-
tion o allow aceess 1o a separate account information server
1208, The wrm blometric data nay include among other
intormation biometric information concerning facial Lea-
tures and path parameters, Examples of path parameters may
include an acceleration and speed of the mobile device.
angle of the mobile device during image capture. distonee of
the mobile device w the user. path dircetion in relation w the
user™s [ace position in relation o the user, or any other type
parameter associaled with movement of the mohile device or
the user fuce in relation to a camera, Other data may also be
included such as GI'8 data, device identilication informa-
tion. and the like.

1o this embediment. the server 120 processes requests [or
identification from the mobile device 112 or user 108, Inone
configuration. the image captured by the mobile deviee 112,
using facial detection. comprises vne ormore images of the
user’s laee M8 during movement ol the mobile device
relative to the user's face, such as in a side o side or
horvontal are or loe. vertical are or line. forward and
backwards [rom the user’s tace, or any other direction of
metion. In another confipueation. the mobile device 112
caleulates bometric information from the obtained images.
and sends the biometric information to the server 1200 In yet
another embodiment. he mobile deviee 112 compares bio-
nietrie information with stored biometric information on the
mebile device 112, and sends 2 authentication result {from
the comparisen (o the server 1240.

The data including either the image(s ), biometrnc infor-
mation, or both are sent over the network 116 to e server
1200 Using image processing and Image recognition algo-
rithms. the server 1200 processes the person’s biometric
information. such as facial data, and compares the biometric
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intormation with biometric data stwored in the database 124
to determine the likelibood of o match. In other embodi-
ments, the image processing and comparisen is done on the
mubile deviee 12, and data sent to the server indicates a
result of the comparison. [n forther embodiments. the image
processing and comparison is done on the mobile deviee 112
without accessing, the server, Tor example. o oblain access
1 the moebile device 112 itself

By using lacial recognition processing, an aceurue iden-
tity mateh may be established. Based on this and optionally
ane or more other factors, access may be granted or an
unautherized vser may be rejected. Facial recopnition pro-
cessing is known in the art (or is an established process) and
as a resull, 1t s ot desertbed i detail herein.

Also shown s o second server 12083 with assoclated
second database 1241, and third server 1200 with assoct-
ated third database 1240, The second and third database
may be provided w eontain addinenal information that 1s net
available on the server 120 and database 124, For example.
ane of the additional servers may only be nceessed based an
the authentication of the vser 108 performed by the server
1200

Iixecuting on the mobile deviee 112 35 one or more
soltware applications. This soltware 15 defined herein as an
identification appheation (1) App). The 11> App may be
confipured with either or both of fucial detection and facial
recognition and ene or more selware modules which moni-
tor the path parameters andior biometrie data, Facial detee-
1o as nsed herein relers 10 g process which detects g fice
in an image. Facial recoznition as used herein relers o a
pracess that is capable of analyzing a Gee using an algo-
rithim. mapping ity Tactal Jeatures, and converting them 1o
blometric dati, such as numerie data. The biometrie datacan
be compared to that derived from one or more difleremt
images for similarities or dis-similariies. 1 a high percent-
age of similarity is found in the biometde data, the indi-
vidual shown in the images may be considered w be a match,

With the ultimate goal of matching a face ol a user W an
identity ar image stared in o database 124, to authennicate
the user. the 1D App may lirst process (he image captured by
the camera 114, 134 w identily and locate the faee that is n
the image. As shown in FIGL 1 there oy be the face 108,
The auwthenticunion may be used lor logging inte an online
aceount or for numerous other aceess contro] functions.

The purtion of the photo that contains the detected fuce
may then be cropped. cul and stored Tor processing by one
ar more lacial recognition algorithms. By first detecting the
[ace in the image and crapping only that partion of the fhce.
the facial recognition algerithm need not process the entire
image, Further, in embaodiments where the Tacial recognition
processing oceurs remotely from the mobile deviee 112,
such as al o server 1200 nuch less mage divta 1s required (o
be sent over the network to the remote location. I s
contemplated that the entire image, a cropped face, or only
biometric data may be sent to the romwte server 1200 for
PrOcessilig,

Facial detection soltware is capabie of detecting a face
trom o variety of angles, Towever, [aeial recounition algo-
rithms are most accurate in straight on images in well-li
siugions. Inone emhbadiment, the highest quality face
image lor facial recognition i is caplured s processed
first. then images ol the fuce that are lower quality or at
different angles other than straight wward the fuce are then
processed. The processing may oceur on the mohile device
ar at a remote server which has access to Jarge databases of
image data or facal idendiication data.
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The facial detection is preferred o occur on the mobile
device and 1s performed by the mohile device soliware, such
as the 112 App. This reduces the number or siee of images
{data) that are send o the server lor processing where Lices
are nol lound and minimizes the overall amount of data that
must be sent over the network. This reduces bandwidih
needs and network speed requircments are reduced.

In another preferred embodiment, the lacial detection.
tacial recomnition. and biometric comparison all vecur on
the mobile device, THawever. it is contemplated that the
tacial recognition processing may occur on the maobile
device, the remate server, or both.

FIG. 2 illustrotes an example embodiment of a mobile
device. This is but one possible mebile device conliguration
and as such it s contemplated that one of ordinery =kill in
the art may dilferently configure the mwobile deviee, The
mobile device 200 may comprise any type of mobile com-
munication device cupuble of performing as described
below, The mobile device may comprise a PIYAL cellular
telephone. smarnt phone. tablet PO wireless clectronic pad.
an loT device. a “wearnble™ electronic device or any other
contpuling device,

In this example embodiment. the mobile deviee 200 1
configured with an outer housing. 204 conligured w0 protect
and contain the components described below. Within the
housing 204 is a processor 208 and a first and second bus
2124, 2128 (eollectively 212). The processor 208 cominu-
nicates over the buses 202 with the ather components of the
mobile device 200 The processor 208 may comprise any
type processor or controller capable of perlorming  as
deseribed herein. The processor 208 may comprise a general
purpose processar. ASIC, ARM. D= contreller. or any
other type processing device. The processor 208 and other
clements ol the mobile device 200 receive power from g
battery 220 or ather power source. An clectrical interface
224 provides one or more electdcal ports 10 electrically
interface with the mebile device, such as with a second
clectronic device. computer. @ medical device. or a power
supply/charging device. The intertace 224 may comprisc
any type electrical interlace ar connector fommai.

One or more memorics 210 are part of e mobile device
200 {or storage ol machine readable code lor execution un
the processor 208 and lor storage of data, such as image
data, audie data, user data, medical data, location data.
accelerometer data, or any other type of duta. The memaory
210 may comprise RAM. ROM, [lash memory, optical
nmemory. of micrm-drive memory, The machine readable
code as described herein is non-transitory,

As part of this embodiment. the processor 208 connects 1o
a user interlzes 216, The user interfice 216 may comprise
any system or device configured e accept user input to
control (he mohile device. The user nterface 216 may
comprise one or more of the following: kevbourd. roller ball.
buttens, wheels. pointer key. touch pad. and ouch sereen. A
tonch sereen controller 230 3s also provided which interfaces
through the bus 212 and connects w a display 228.

The display comprises any type display screen conligured
to display visual information to the user. The screen may
comprise a LIED. LCD, thin {ilm transistor sereen. O,
CSIN (eolor super twisted nematic). 'TTT {thin Gilm tran-
sistor), TF (thin {ilm diode), OF D {orgimic lghi-cnutting
divde). AMOLYED display (active-matrix organic light-eniit-
ting diode), capacitive wueh sereen, resistive touch sereen or
any combimation o these technologies. The display 228
receives signals [rom the processor 208 and these signals are
translated by the display inte text and images as is under-
stood in the art. The display 228 may further comprise a
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display processor (ool shown) or controller that inerfaces
wilh the processor 208, The 1ouch sereen controller 230 may
comprise @ module conligured to receive signals from a
wuch serecn which is overlaid on the display 228,

Also part of this exemplary moblle device 15 a speaker 234
and microphone 238, The speaker 234 and microphone 238
may be controlled by the processor 208, The micraphone
238 is conflpured o receive and convert audio sipnals to
clecrical signals based on processor 208 canteol, Likewise,
the processor 208 may activate the speaker 234 to generate
andio signals. These deviees operate as is understood in the
art and as such are not deseribed in detail herein.

Alse connected to one or more of the buses 212 is a first
wireless transceiver 240 and a second wireless (rmsceiver
244, cuch ol which connect o respective antennas 248, 252,
The first and second transceiver 240, 244 are contigured to
receive incoming sighals from a remete transmitier and
perform analog front end processing on the signals 1o
generate analog bascband signals, The incoming signal
maybe turther processed by conversion w a digital format.
such as by an analeg (o digital converter. for subsequent
pracessing by the processor 208, Likewise. (he lirst and
second transceiver 240, 244 are configured to receive out-
poing sipnls rom the processor 208, ar another component
ol the mobile device 208, and up conved these signul from
baschand to Rl [requeney tor transmission over the respee-
tive antenn: 248, 252, Althoupl shown with a first wircless
transceiver 240 and a sccond wireless transcelver 244, it is
contemplated that the mobile deviee 200 may have only one
such systent or two or more transeeivers. Por example. some
devices are tn-band or quad-band capable, or hove BBlu-
cloothik, NFC, ar other communication capability.

It 15 comtemplated that the mobile device, and hence the
lirst wireless transceiver 240 and a second wireless trns-
ceiver 244 may be confipured w operate secording o any
presently existing or future developed wireless standard
including, but not limited e, Bluetootl, WI-FI such as T1HEL
R02.11 ab.ean wircless LAN, WMAN. broadband lixed
access. WIMAX, any cellular techaclopy including CIMAL
GSM. EDGE. 3G, 4G, 3G TDMAL AMPS. RS, GMRS.
citizen band radie. VHE AM. M. and wireless USH,

Alsa part ol the mobile device 1s one or more systems
connected (o the second bus 21213 which s interface with
the processor 208, These deviees include @ 2lobal pasition-
ing system (G module 260 with associsted antennyg 262,
The GPS module 260 15 capable of receiving md processing
signals trom satellites or ather transponders W peneraie
location data reparding the location. dircetion of travel. and
speed ol the GPS module 260, GPS s generalby understood
i the art and hence not described in detad] herein. A
gyroscope 204 conneets to e bus 21213 w generate and
provide orentation datr regarding the orientation ol the
muobile device 204, A magnetemeter 268 15 provided (o
provide directional mformation w the mobile device 204, An
aceeleronweter 272 connects 1o the bus 2128 w© provide
intormation or data reparding shocks or forces experienced
by the mobile device. In one configuration. the acoelerom-
eter 272 and gyroscope 264 generate and provide data to the
pracessor 208 1o indicate 4 movement path and orientation
al the mobile device,

Ome or more cameras (U1l video, or hothy 276 are
provided to caplure inage dista Lor storage i the menory
210 andéor for possible transmission over a wircless or wired
link or for viewing at a luter time. The one or more cameras
276 may be configwred o deteet an image wsing visible light
and/or near-intrared light. The cameras 276 may also be
confignred w unlixe image intensification. active illumina-
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tion. or thermal vision o oblain images in dark environ-
ments. The processor 208 may process image data o per-
[orm image recognition. such as in the case of, focial
delection. ten detection. acial recounition. ilenm recazni-
tiom, or barbox code reading.

A flasher andfor ashlight 280, such as an T hight, are
provided and are processor controllable, The Masher or
(lashlight ZB0 may serve as a strobe or traditional Tashlipht.
The Masher or Oashlight 280 may also be configured (o emit
near-infrared light. A power management module 284 inter-
taces with or monitors the battery 220 o manage power
consumplion. contro] battery charging, and provide supply
viltages o the various devices which may require ditlerent
POWET [EQUITCINGNLs.

FIC 3 illustrates exemplary soltware modules that are
part of the mabile device and server. Other soltware modules
may be provided to provide the Nnctionality described
below. It is provided that for the functionality described
herein there is matching solware (nen-transitory machine
readable code. machine execuwtable instructions or code)
configured o execnte the fmetiomdity. The soltware would
be stored an o memery and executable by a processor,

In this example confinmation. the mobile device 304
includes n receive module 320 and o trnsmit moduole 322,
These soltware modules are configured 1o receive and
transmit data to remote device. such as cameras. plasses.
servers, cellular towers, or WIFL system. such as router or
access points,

Alse part of the mobile device 304 s a location detection
madule 324 configured (o determine the lecation ol the
mobile device. such as with tnanguluion or GPS. An
aecount selting module 326 s provided to establish., stare.
and allow zuser W adjust account settings. A log in medule
328 15 also provided o allows a user o log i, such as with
password protection. to the maobile deviee 304, A facial
detection module 308 is provided to execuie tacial detection
alporithns while a {acwl recogmition module 321 includes
software code that recognizes the face or facial Teatres of
a user. such as w ereate numeric values which represent one
ar mare facial features (Facial blometric informalion) that
are unique o the user.

An infommation display module 314 controls the display
ol information w the user of the mobile deviee. The display
may aceur on (he sereen of the mobile deviee or watch. A
user inputioutput module 316 is conligured 1w accept data
from and display data to the user. A Jocul interface 318 is
configured e interface with other local devices. such as
using Bluetoothik or ather shorter range conwnunication. or
wired links using connectors o connected cameras, bulter-
s, data storage clements, All of the soltware (with associ-
ated hardware) shown o the mobile device 304 aperate o
provide the lunctienality describad herein.

Also shown in FIG. 3 s the server sollware module 330
These modules are located remotely from the mobile device.
bul can be lovated o any server O remote processing
clement. As is inderstood in the art netwarks and nctwork
data use a distributed processing approach with multiple
servers and databases operating together o provide a unified
server, As o resolt. it s contemplated that the module shown
in the server block 350 may not all be located ab the sane
server or al the same physical Tocation.

As shown in FIG. 3. the server 350 includes a receive
module 352 and a tamsmit module 354, These sofiware
modules are confizared 0 receive and transnnt data w
remote devices, such as camoeras, watches, plasses, servers,
cellular wwers. or WIFL systems. such as ronter or aceess
poilits.
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An information display module 356 contrals a display of
information at the server 3500 A user inputfoutput module
358 contrals o user interface in connection with the Jocal
interface module 360, Also located on the server side of the
systen is a luaclal recognition module 366 that is conligured
o process the image data Trom the mobile device. The facial
recopnition mwdule 366 may process the image data to
generate facial data (biometrie information) and perform a
compare fonction in relation w other facial data o determine
a tacial maich ax part of an identily determination.

Adatabase interface 368 coables communication with one
or more databases (hat contuin nformation used by the
server medules, Alocation detection module 370 may utilize
the location data from the mobile device 304 for processing
and to increase accuracy. Dikewlse an account sellings
madule 372 controls user accounts and may interface with
the acconnt settings module 326 of the mobile device 304,
Acsecondary server interface 374 1s provided w interface und
conumbnicate with ane or more ather servers,

One ar more databases ar database intertaces are provided
1oy fae ilitate commnicalion with and searching of ditabases.
In this example embodiment the syvstem includes an image
database that contains images or image data for one or more
people. This danabase Interface 362 muy be used 0 access
image dala users as part ol the kentity maich process. Also
part of this embodiment 1s a personal data database interface
376 und privacy settings data module 364, These two
modules 376, 364 aperate w establish privacy seuing for
individuals and 1o access o database that may conlain
privacy sellings.

Authentication System

An authenlication system with path parameters (hat is
operable in the above described environment and system
will now he deseribed in connection wath FIG. 4. 116G 4
shows a method for performing Facial recognition authenti-
cation with path puramneters according W one embodiment of
the mvention. As will be desceribed i more detnl below, the
systen Wilizes the feawres of the mobile device 112 and
server 120 delined above o penerate a secure and conve-
nient loegin system as one example ol an authentication
systent. This reduces the burden of the user having 1w type
in complex passwords onto a small sereen of a mohile
device, preveots frnud through means such as key logging or
scroen shot captures, and inereases security by combining
several puth parameters andior device parameters which
must be met belore user is authenticated.

[n siep 410, the system enrolls o wser in the facial
recognition authentication system. In one embodiment. an
authentication server, such as the seever 1200 (PTG 1), may
be configured o authenticate a user w allow aceess 1o a
user’s account. such as a bank or other account. via the
muabile device 112 The anthentication server 120 may he
ncluded as o part ol a server of the Insition or entity
providing user accounts (hereinalier “account server™), or
the authentication server may be provided separately. For
example. in the environment shown in FIG. 1. Servers 12043
and 1200 may represent account servers. [nother embodi-
ments. the accomnt server and the authentication server are
one in the same, In ene embodiment. the authentication
server 120 may provide an authentication application o (he
user lor stallaton on the mohile deviee 112,

An enrellment process according e one embodiment will
be deseribed with reference to FIG. 50 In this embodiment.
g ouser via o omoblle device 112 estubhishes o connection
between the molile device 112 and the account server 12003
in step 510, As just one example. the user may establish a
connection with 2 server of a financial nstitution such as a
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hank. or this connection may oceur later in e process aller
authentication. The user then provides typical login inlor-
mation to avthenticate the user. such as o vser name and
password [or o {inoncial neeawnt insiep 512, Inosiep $14. the
user may next recelve o prompt at the moebile deviee 112 w0
encoll in the facial recognition authentication system. The
user then. via the user interface. indicates that he or she
wold like w set up the authentication system in response w
the prompt.

Nexl in step 516, the mobile device 112 may send device
intormation to the authentication server 1200 The device
information may include among other inlormation a device
identifier that unigquely identilies the mobile device of the
user. Such information may include device manulacturer,
mudel number, serial nuntber, and mobile network infooma-
tion. [n step 518, when the authentication server 120 is
incorporated with the aceount server 12003, the authentica-
tion server 120 associates and stores the device infornmation
with the user’s account intbrmation. When the suthentica-
tion server 120 is separate [rom the accaont server 12003, the
account server 12013 may generate o unique ideniifier related
o the account information and send the unique identifier o
the authentication server 1200 The authenticatiom server 120
may associate the device information and the unigue iden-
tifier with cach other and may store the mformation in a
database 124,

The user 1s next prompled W provide a plurality of images
al his vr her face using o camera 114 on the mobile device
112 (hereinatier. “cnrollmemt images™) in step 5100 The
enrollment images of the vser™s [ace are (aken as the user
holds the mobile deviee and moves the mobile device to
diflerent positivons relative o his or her head and face, Thus,
the enrollment images of the user’s lace are taken from
many different angles or positions. Furthenmore, the path
parameters of the mobile device are monitored and recorded
tor Mwre comparison - step 5220 Some non-limiting
exatiples ol how a user might hold o mobile device and take
a plurality of images of her tace is shown in 11GS. 6A-7H.

In FIGE. 6Aand 613, the user holds the mobile device 112
on one side of his or her face. and moves the nwobile device
112 in an arc like path horizontally abaut his or her taee until
the mebile device 112 s on the other side ol her or her face.
In FIGS. 7A and 713, the user holds the mobile device 112
L away frant his or her [aee, and then brings the mobile
deviee 112 lorward closer w his or her face. OF course. any
number of other paths may be used in addition to those
shown in FIGE. 6A-713 Additionally. the user may move his
ar her head while the camera is held hxed. The user could
alsa hold the camera steady and move their head in relation
e the camera, This method thus can be mplemented with a
weheam on a laptap ar desktap. ar on any other device. such
as an loT device where o cameri 15 mounted onoa sinularly
stationary location or object.

The enrollment images may be obtained as follows. The
user holds and vnents o moeblle device 112 with o camera
114 so that the camicra 114 bs positioned to image the user's
tace. Vor example. the user may use o fromt {acing. camera
114 on a mobile device 112 with a display screen and may
confimm o the display sereen that his or her face s in
position o be imaged by the camera 114,

Once the user bas oriented the device, the device may
begin ablaining the encollnen images of ihe user. In one
embodiment, the wser may press a button on the deviee 112
such as on a touchsereen or other butlon oo the device o
initkate the obtaining of the eorollment images. The user then
moewves the mebile deviee w dilterent positions relative to his
or her head as the deviee images the user’s Tace from a
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plurality of angles or positions as described above, When the
above-mentioned front-faciog camera is used. the user may
continually confinn that his or her face 15 being imaged by
viewing the imaging on the display sereen. The user may
again press the button w indicate that the imaging, is com-
pleted. Alternatively the user may hold the buton during
imaging. and then release the butten o indicate that imaging
15 complele.

As deseribed above, the mobile deviee 112 may include
laee detection. In this embodiment in step 524, the mohbile
device may detect the user’s face in each of the enralliment
images. crop the images W include only the user's face. and
send. via a network, the images 10 the authentication server
1200 In step 526, upon receipt of the enrollment images, the
authenticalion server 120 perlorms facial recognition on the
images e determine ometrie idormation Cenrallment
biometrics™) tor the user. The authentication server 120 may
then associate the eorollment biometries with the device
information and the umgue identilier (or acconnt intorma-
tion) and stores (he biomeltric information in the databage
124 in step 528, Vor added security. in step 530, (he nwobile
device 112 and the authentication server 120 may be con-
hgured to delete the enrollment imapes afier the enrollment
biometrics ol the user wre ablained.

[n another embodiment. the mobile device 112 may send
the Inages 0 the authentication server 120 without perform-
i fhce detection. The authentication server 120 may then
perform the face detection. facial recopnition. and biometric
information processing. In another embodiment. the molkile
device 112 may be confizured 1o perform s acial detee-
tivn, facial recognition. and blonieteic processing. and then
send the results or dita resulting frosm the processing Lo the
authentication server 120 (o be associated with the unique
identifier or nser account. This prevents sensitive personal
data (Images) from leaving the user’s device. In vet another
embodiment, the mobile device 112 may perlorm each of the
above mentioned steps. and the mabile deviee 112 may store
the enrollment information without sending any of the
enrollment bionietrics or images (o the server

In one embodiment. the mobile device's ayroscope. mag-
netometer, and accelerometer are configured W gencrate and
store data while the gser moves the mobile device abount his
or her head o abtain the enrollment images (path param-
elers). The mobile device may process this data in step 532
tor determine a path or are m which the mobile device moved
while the wser imaged his or her face enrellment mave-
ment™). By using data from the acceleromeler. magnetom-
eler. and gyroscope. (he system may check when o user is
ready 1o bewin scannineg himsellFherselll as well as deter-
mining the scan path. The data is thus used to determine
when o start and stop the scan interval. The datn may
additicnaily include the tinwe clapsed during scinning. This
time may be measured from the user pressing the button 1o
start and stop the Imaging, or mey be measured from the
duration the bmton is held down while imaging. or during
more meveinent or 1o complete sweep.

The enraliment movement of the mobile deviee 112
(which is data that delined the movement of the mobile
device during image capture) may be sent o the authenti-
cation server 1200 The authentication server 1200 associoles
and stores the enrollnent mevement. the enrellment bio-
metrics, the device information. and the unigue identitler or
aceount mlommation. Allernatively. the data penerated by the
pyroscope, magnetometer, and accelerameter may be sent 1o
the server 1200 and the server 1200 may process the data to
determine the enrollment movement.
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Thus. in the above deseribed embodimen. the enrellment
information may thus conprise the deviee informaion, the
enrollment brometries, and the eorallment movenient (based
on movement ol the mobile device 112).

Returning w FIG. 4, once enrolliment is complete, the
authentication server 120 may later recelve credentials from
a user attempting o authenticate with the system as shown
in step 420, For example. a user may attempt © log in to a
user account, When o user attempts to Jog in. instead of or
in addition o providing typical accovnt credentials such as
user name and password. the user may again ke a plurality
ol images or video ol his or her {oce as the mobile device 112
15 held in the hand and moved (o different positions relative
tor the Tiead Cauthenticaton images™) in e same manner as
wis done during enrollment (such as shown in FIGS.
6.A-713). In this manner. the user may provide the necessary
images (the wrm images includes video as video is a
stecession of images) from many different angles andfor
positions, and may provide path parimeters of ihe device
while obtaining the images (“authentication mavement™) to
both conlirm the identity of (he user a5 well as the liveness
and realness of that individual o ensure 115 not g video.
sereen shot, o other representation of the person.

In vne embodiment outlined 0 FFIG. B the vser via the
mehile device 112 obtams o number of authentication
images 1 siep 810 while moving the mobile device 112w
different positions relative to the user’s head. Using fucial
detection in step 8120 the mobile device 112 deteets the
user’s face in each of the suthentication images. crops the
images, and sends the images 1o the authenticalion server
120. In another embodiment. the mobile device 112 sends
the images to the server 124, and the server 124 perlorms
Leial detection. o step $14. the authentication routing 120
may perlonm facial recognition on the authentication images
to obtain biomettde information (“suthentication biomet-
ries™) I another embodiment, the mobile deviee 112 per-
forms facial recognition e obtain the authentication biomet-
rics and sends the ambentication bivmetrics o the server
120,

In step 816, the mobile device 112 sends the device
intarmation identiiving the deviee and sends path param-
elers such as gyroscope, magnetometer, and accelerometer
information defining the path ol the mabile deviee taken
during imaging. as well as the elapsed time during imaging
("authentication movement™) o the server 1200 The creden-
tieds received by the authentication server 120 lor a login
the tacial recopnition svsiem may thus comprise the deviee
information. the anthentication images or the authentication
biomaetrics. and the suthentication movenent (path param-
clers),

Returning to IG. 4. in step 4300 the authentication server
120 verifies that the credentinds received Trom the mohile
device 112 sufliciently correspond with the information
obtained during enrellment. For example. as shown in step
910w FICG 90 by using algorithms to process the chanac-
teristics of the face and light striking the face between the
different images. the authentication server 120 can deter-
mine that the face in the anthentication images is three-
dimensional. Lo not a represcntation o a printed picture or
videa screen, Where the mobile device 120 sends only the
authentication biometrics 120 (o the server, the server 120
may validate the realness or three-dimensional aspects ol the
user imaged by comparing the biometrie results ol the
different images.

In step 920, the suthentication server 120 may  then
compare the login credentials with the information stared
tfrom the enrollment process. [0 step Y200 the server 120
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compares the identification of the device obtained during the
login process W il storad during enrollment. In step 930,
the anthentication biometrics may be compared with the
enrollment biomelrics 1o detenmine whether they sullicienly
correspond with the eorolhnent biometrics. In step 940, the
authentication movement may be compared with the enrell-
ment movement o determine whether it sulliciently corre-
sponds with the enrollment moverment.

I some embodiments. o copy of the enratlment inlonna-
tivn may be stared on the mobile deviee 112, and the mobile
device 112 may verily that the credentials received on the
maohile device 112 sulliciently correspond with the enroll-
ment information. This would allow a user © seeure docu-
ments. liles. or applications on the mobile device 112 itsell
in addition to securing a user’s account hosted on g remate
device. such as the sunhentication server 1200 cven when a
connection to the authentication server 1200 may be tempao-
rarily inavailuble. such as when a user does not have access
tor the Internet. Further. this wanld allow the user to secure
access w0 the mobile device 112 itselll Or cnrollment info
may he stored on server.

Accordingly, in step 950, 11 the awhenticetion server 120
or mubile deviee 112 determuines that the enrolliment nlior-
mationt  sufliclently  corresponds with the  credentials
received, then the server or mobile deviee may verily that
the idemilication of the user attempting login corresponds
the account holder. This avoelds the cumbersome process of
the vser having w0 manvally type in a complex password
using, the simall screen of the mobile device, Many pass-
words now require capital, non-text letter, lower case, and
numbers.

The level of correspondence required e determine that
the enrollment infomation sufliciently corresponds with the
authentication information in the login attempt may he setin
advance. For example. the level ol correspondence may be
a 99.9% match rate between the enrollment biometrics und
the authentication biometnies and o 909 match rile hetween
the enrollment movement and the autientication movement.
The required level of correspondence may be static aor clastic
based on the established threshelds.

lor example. the required level of correspondence may be
based an GPR information from the mohile deviee 1120 In
one emhodiment, the puthentication server 1200 may require
a 99.9% match rate as the level ol correspondence when the
GIS intormation of the mobile device corresponds with the
location of the user’s home or other authoriszed location(s).
In eontrast. il the GPS intormation shows the device s ina
toreign country tar trom the user’s home. the authentication
server may regquire a 99.99% maotch mite as the level of
correspondence ar may be denicd entirely, Ilence, the
required match between pre-stored awhentication data (en-
rallment inlommation and presently received authentication
data (authenticnion information) s elastic o that the
required percentage mateh between path parameters or
images my change depending on varons actors, such as
time of day. location. frequency of login attempt. date. or
any other tactor.

The required level of correspondence may additionally
depend on time, For instance. iF o second authentication
atempl is made shortly atter a liest authentication attempt in
4 location Far lrom the first authentication location based on
GPS information (rom the moebile device 112, the level of
correspondence threshold may be set higher. For example, a
user can not trwvel from Seattle 0 New York in 1 hour
Likewise, login attempts at midoight to three in the morning
may be asign of raud lor some users based on patterns of
the users” usage.
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The level of correspondence between the enrallment
information and the authentication inlommation may he the
resull ol compounding the various parameters of the enpell-
ment information and the authentication informaton. For
examnple. when the button hold tine in the awthentication
information 1y within 5% of e button hold tme of the
enrallment intformation. the correspondence of the button
hold time may constitnte 20% of the overall match. Simi-
larly when the mation path tejectory of the authentication
intormation is withio 10% of e enrallment information. the
metionn path trgjectory may constitute 20% ol the overall
match. Further parameter mattch rates such as the Lwee size
and lacial recognition match in the authentication inlorma-
tion as compared 0o the earollment information may con-
stitute the remaiming 1084 and 50% of the overll level of
correspondence. [nthis manner. the wai overall level of
correspondence may be adjusted {total of all parameters
being more than 73%, lor example), or the match rate of
individual parameters may be adjusted. Vor example. on o
second attenipted login, the threshald match rate of one
paranteler may be inereased. or the overadl leve] of corre-
spondence for all parameters may be increased. The thresh-
old mateh miles nuy also be adjusted based on the account
being authenticated or other diflerent desired levels ol
sty

Returning to FICG 4. in step 440, the authentication server
120 may grant or deny access based on the verification in
step 430, Lor example. il the avthentication scrver 120
verifies that the eredentials match the enrollment informa-
tiom, then the server 120 may authenticute the user to allow
access 10 the user’s account. In the instanee where the
authenticativn server 120 s separate trom e account server
1208 (such as o hank s server), the authentication server 120
may irnsmit the unigue ddentifier o (he aecount server
along with an indication that the identity of the user asso-
ciated with the unique identifier has been verllied. The
account server 1208 may then authorize the user’s mobile
device 112 1w transmit and receive data Trom the accaount
server 12003, OF course. afl this may occur at only the
account server 12003 ar an the moebile device 112 itsell.

Alernatively, 16 the credentials provided by the user are
nol verificd, the authenticalion server may ransmit o nes-
sage W display on the sereen of he mobile deviee 112
indicating that the legin sitempt Eniled. The anthentication
server 1200 may then allow the user 1y again o log i via
the facial recognition login systenn. or the authentication
server 120 may require the user o enter typical account
credentials, such as a user name and password.

In vne emboediment, the server 120 may allow three
conseecutive thiled loein attempls before requiring a user
nante and passward. 1in one of the attempts. the required
level ol cormespondence is met, then the vser may be verilied
and ceess may be granted. According to one embodinent.
the authentication server 120 may retain the information
from each successive authentication attempt and combine
the data from the multiple authentication auempts o achicve
moere accurate facial biometric information of the person
attempting o authenticate. [n addition. the fevel of corre-
spairdence may be increased at cach soccessive allempl 1o
authenticate. In addition. by averaging the path data (authen-
tication  mevement) andfor dmage  data (authentication
imagessbiometrics) from several login attempts, the login
data {enrellment information) is perlected and improved.

Accordingly, the above deseribed authentication system
allows lor authentication Lo a remole seever 1200 or on the
mobile device 112 itself. This may be accomplished as
deseribed above by the mobile device 112 capturing the
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authentication credentials. and the authentication server 120
processing and analvsng the credentials compared to the
enrollment information (cloud processing and analysis); the
maohile device 112 capturing the authentication credentials
and processing the credentials, and the anthentication server
1200 analyzing the credentials compared to the enrollment
intormation (mobile device processing. cloud analysisy or
the mobile device 112 capluring the awthentication creden-
tials. and processing and analyzing the credentials compared
to the errallment information {mobile device processing and
analysis)

Advantages and Peatures of the lmbodiments

The above deseribed system provides a number of advan-
tages. As ane advantage. the Tacial recopnition authentica-
tion system provides & secore login, For example. it during
a login attempt the camera of the mobile device imaged a
digital screen displaving a person rotating their head while
the phone was not moving. the accelerometer. magnetoms-
eter. and gyroscope data would not deweer any motion. Thus.
the enrellment mevement and the authentication movement
would not comespond. and the login attempt would be
dented.

In addition, hecause a plun
enrallment images and authentic:
other phote manipulation technigues may be used o deter-
miine it a digital screen is present in place of o human face
in the images. For exanmple, the system may check tor light
[requency changes in the caplured mages, or banding in an
image which would indicate an electronic display generated
the image. backlighting. suspicious changes in lighting, or
conduct other analyses on the images by comparing the
Images o determine that the aetual live user s Indeed alive,
present, and reguesting authorization w© login.

As yet another advantage. as explained above. not only
must the enrollment biometries sulliciently cormespond to the
authentication hiometries, butalsa the eorollment movement
must mateh the suthentication movement. and the deviee
information must match the enrollment device inlormation.
L'or examiple. an application may be downlaaded o mobile
device that has o digital camera. The application may he a
login application, or may be an application rom a [ingncial
institution or other endity with which the wser has an account.
The vser may then login o the application using typical
lozan credential such as o website user name and password.
l'unther. the vser may have a device code from logging in on
anather device. or may use the camera to scan QR cade or
ather such code 1o pair the deviee 1o their user accounl.

The user then helds the mobile device W move the mobile
phone to diflerent pasitions relative to his or her head while
keeping his or her face visible 1o the camera as it is moved.
As the moebile device is moved. the camera takes the
enrollment images of the face, Durdng inaging. the speed
and angle of the current wser’s mobile deviee movement is
measured using the aceclerameter. magnctameter. and gyro-
scape W generate the eneollment movement. Further con-
tinuews imaging and detection of the fce throughout the
pracess has been shown o prevent fraud. This is because o
trawd attenipt cannot be made by rotating images in and ow
ol the front of the cimera.

lor example. o vser may start (the movement from right 1o
left or from lef 1o rght as shown in FIGS. 6A and 68, The
muvenent may also be in g front and back direction as
shown in FIGS. 74 and 71 Any other movement may be
utilized such as starting in the center. then peang, rght. and
then going back w center. Vertical and diagonal movements

roof images are used as
o images, histograns or
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may also be used ta tunther compound the complexity ol the
enrollment nuwvement. When the oser then Tler attenipts
login. the user must repeat the motien pattern in the authen-
tication mevement sa as e match the enrollment movenent
in addition w the biometric data and device infomation
matching. Thus, the sccurity of the system is greatly
enhanced.

The system therefore provides enhanced security for
authenticating a vser who has 2 mobile device, As explained
above, the system may use at least any ane ar more of the
tollowing in any number of combinations to securely
authenticate the user: physical device verilication, mobile
nelwork verification. facial recognition including the size of
the fice in the inage. a luce detected in every lrame during
the movement, accelerometer inlornmatlon, gyroscope mlor-
mation. magnetometer information. pixels per square inch.
color bits per pixel. type of image. user entered code or
pattern. and GPS information.

As another advantage. the tacial recognition login system
provides a convenient manner for a user to login o an
aceount with a mohile device For examiple, once enmolled.
a user does not need (o enter @ user name and password an
the small malnle device cach time the oser wishes o access
the account. Instead. the user simply needs to image humsell’
ar hersell while mimicking the enrollment movement with
the mobile device., This s especially advantageous with
smaller mobile devices sueh as mobile phones. smart
watches, and the like.

The system may be forther contigured 1o allow a user w
securely log on W moltiple devices, or o allow users o
securely share devices, In one embodiment. the enrallment
intarmation may be stored on an authentication server {aran
“the cloud™) and thus s not associated only with the user's
arigin] device. This allows (he user (o use any numhber ol
shitable devices o authenticate with the authentication
server. I this manner. a user may use a friend’s phone (third
party device) or other device to dceess is or her infonna-
tion. such as account information. address boak information.
email or other messaging. cte. by performing the suthenti-
cation aperation on any device,

For example. the user may provide an email address, user
name code, or similar ideatitier on the fniend’s phone such
that the anthenticaiion server compares the login infonma-
tion with enrollment information lor the user’s account. This
would indicate w0 the suthentication server which suthenti-
cation prile 1o use. but does not by itself allow access 0
the wser™s data, accounts. or tasks. Upon logging oul of a
triend’s phone. access W the vser’s information on the
lriend's phone s ermuinaled, The provides the benelit of
allowing a user W sceurely access account vr ather authen-
tication accessible information ar tasks vsing any device
withowl having 1o (ype the user’s password into the third
party device, where 1t could be logged or copled. Tna sense,
the user is the password.

Through cloud-based enrollment infomation, a single
user may also securely transfor data between authenticated
devices. In one embodiment. 8 user may owa a lirst device.
sueh as a moebile phone. and is anthenticated on the first
device via the authentication system. The vser may then
aequire 8 new device, suel as a new phone. ablet camputer.
ar other device. Using the cloud-based authentication sys-
tem. the user miy avthenticate on the new deviee and
transfor data [rom the flest deviee w the new device. The
transfer of data may be completed via the Intemet. a local
network connection, a Bluctooth connection, a wired con-
nection. or a near licld communication. The authentication
process may also be part of a security check 10 resemt or
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restore o system atter the phone is last ar swolen. Thus, the
authentication system may be used o activate or anthenti-
cate a new deviee, with the anthentication used 1o verily the
user of the new device.

Similarly, the system may facilitate secure access w0 a
single shared device by multiple people 1o control content or
ather teatures an the device, In many cases. passwords can
be viewed. copied. guessed. ar otherwise detected. particu-
larly when a device is shared by o mumber ol nsers. The users
may be, tor example, fanily nembers including parents and
children. coworkers. ar other relationships. such as students,
The authentication system may allow cach of the family
memtbers W log in based on his or her own unigque enroll-
ment information associated with & user account.

The device may restrict access 0 certain content or
features for one or more of the certadn user’s accowts. such
as children’s user accounts. while allowing access to content
and featores {or athers. such as the parents’ accounts, By
using the authentication svstem lor the shared device, the
users sueh as children are unable o utilize o password (o ey
and gain access 10 the restricted content becanse the authen-

lication system requires the presence of the parent lor
authentication. s exploined above. Thus device sharing
among users with ditlerent privileges is further seeured und
enhanced. Tikewlse. g classroom setting, o single device
may be seeurely shared between multiple people Tor wsting.
rescarch. and grade reporting.

Adaptations and Moedifications

Numerous modifications may be made 1o the abowve
systen and method without departing, teom the scope of (the
invention. For example, the inages may be processed by a
ek recognition alzorithm on the deviee and may also he
converled to biometric data on the device which s then
compared 10 previonsly created biometric data for an autho-
rized user. Altematively, the images {rom o device may be
sent through o wired or wireless network where the Facial
recognition algorithms running on o separale server can
pracess (he Images. create biometric data and compare that
data against previously stored data (hat assianed o that
deviee.

Multiple Profiles for a Single User

Iurther, the phote enrallment process may he done muol-
tiple times lor o user W create multiple user profiles. For
exanmple. the user may enroll with prodiles with and without
glasses on with and withont ather wearable devices. in
different ligiting conditions. wearing hats. with diflerent
hair styles, with or withoul facial or car jewelry, or making
diflerent and vnigue taces. such as eves closed. winking or
tongue out o establish anether level of uniquencss w cach
user profile. Such *madde by the user would nat he
availuble on the user’s Social Media Poaces and henee not
avullable lor copying. manipulation. and use during o fraud
atlempt. Fach set of enrollment images, enrolliment biomet-
rics. ar both may be saved along with separate enrallment
movement. In one embodiment at least three images arc
captured as the mebile deviee completes the path, It s
contemplated hat any number of images may be caplured.
Linking Enrallment Information

Tt i also comemplated that the enrollment process may he
linked (o an email address. phone sumber, or other dentifier.
lFor example. a user may sien up with an email address.
complete one or more eorollments as desernbed above, and
confinm the enrollments via the same ematl address. The
email address may then Murther enhance the security of the
systen. For example. il a user unsuecessiully attempts to
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login via the authentication system a predetermined nuniber
ol times, such as (hree times lor example, (han the authen-
teation systent Jocks the account and sends an enuail 1o the
enuni] address informing the vser ol the unsuccessiul login
altemipts. The emal maght also include one or more pietures
ol the person whe lailed 1w login and GPS or other diata {rom
the login attempt. The user may then conlirm whether this
was a valid logn attempt and reset the systeni. or the user
may repart the login attempt as traudulent. 1 there 15 a
reported Iraudulent login, or iF there are loo many lockouts.
the system may delete the aceount associated with the email
address (o protect the vser’s security. Thus, [nture [raudulent
altempts could not be possible.

Feedback Meters

T turther lacilitate imaping, the mobile device may
include various feedback meters such as a movement meter
or accuracy meter as shown in FICGL 100 1n one embodiment.
the mobile device 1002 may display a movement meter 1024
that indicates the amount ol movement the mabile device
1012 makes as the vser moves the mobile device 1012 o
different positions relative 1o hissher head. For example, the
movenment meter 1024 may be represented as o line that
slides from one side of the sereen. In this manner, the
enrollment process may require a certain threshold of device
mwnemient in order o register a user with the muli-dinwen-
stenal authentication system. For example. the system could
require that the mobile device 1012 is moved in an are or
straight line and rotate at least 45 degrees in arder W create
the enrollment information. In another example. the system
could require an aceeleration expericneed by the device
exceeding a threshold amount, The movement meler may
alsa aid the wser in leaming how tw image himselFhersell
using the authentication systent.

The mobile device 1012 may alse display an pecoracy
meter 1026 or any other visual representation of suthenti-
cated frames to aid the user in authenticating imselifhersel 1
using the authentication system and leaming W improve
authentication, The accuracy meter 1026 may show a user a
match rate {graphical. alpha. or numerical) of a predeter-
mined number of images obtaed during the authentication
pracess, The accuracy meter can be represented on the
display ina vadety ol ways including. numerie percentages,
color representation, graphical, and the like. A combination
ol representations may also e utilized.

For example. as shown in FIG 100 match rates Tor a
predetermined number of images aken during authentica-
tion are represented on the accuracy meler. In the embodi-
ment shown in FIG. 10, cach of the images may be repre-
sented by g column in @ graph. and the accuracy can be
shawn for cach Imaze in cach column, For example. the
colunmmn with a longer bar represent higher accuracy. and a
column with o lower bar represents lower aecuracy. In
addition (o match rales {or images. the match mates Tor the
path parameter may also be displayved. Over time the user
cun inprve.

In anether embodiment. cach of the images may be
represented on o table as a color that corresponds 1o the
match rate. The coior dark green may represent a very high
match rate. light 2reen may represent o good maltch rate.
vellow may represent a satisfactory mateh rate. red may
represent o mediocre mateh rate, and grey may represent a
poor match rate. Other colors schemes may also be used.

The height of the bars or the colors used may correspond
to predetermined mateh rates. For example. a Tull bar or dark
preen may be a match rate greater than 9949%,. g three-
quarter bar or hight green may be a match rate between 90%
and 99.9%. a half bar or yellow may be a mateh rate of
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50-90%. red may be a match rate of 200%-30%. and a single
line 1o o quarter bar or grey may he a match rate ol (1-20%.
A pie chart, line graph. or any other type of representation
could also be used or any other numerical ar graphical
display. Ao overall score may be presented or ascore per
Mg,

The accuracy meter may also inciude o message 1028
indicating an overall mateh score. For example. the accuracy
meter may indicate an average averall muich score or the
number of images which achieved a 99.9% match rate. and
display the message to o user. With the movement meter
1024 and the accuracy meter 1026 as deseribed above, the
user may quickly learn o use the authenbication system due
to the leedback presented by the meters 1024, 1026.
Cramification and Rewards

The movement and accuracy meters 1024, 1026 may alsoe
be configured to lncorporales game leatires. aspects. or
techmigues Into the authenticution system o encourage o
user to try and get the best mateh possible (such as a high
number score or g high percentage of frames). increasing the
user’s skill in wilizing the autheniication system. This also
builds uvser adoption rates [or the wehnology.

For example. the oser muy compete witle themselves o
INIMIC OF INPHFVE past authenticallon seores 10 encourape or
train the nser o achieve g high score. Forher modificarions
of the authentication meter may also be incorporated such as
the ability to share accuracy mateh results with others 1o
demonstrate one’s skill in using the system or o compete
apainst others. [n other instances the wser may reccive a
reward. such as g gill or coupan. for high accuracy scores.
While this may shizhily increase costs, the reduction in fraud
loss would far outweigh the additional cost.

Further game techmigues may be incorporated nto the
authenticalion sySIQm 10 cneourige users 1o ke aclions
which will prevent unawhorized or fraudnlent authentica-
tion. In one embodiment. the authentication system may
award users that engape o lraud preventing activities. One
such activity is utilizing the facial recognition authentication
system described hercin For example. based on the above
described accuracy meter. the svsten may reward o user that
suceessiully authenticates with the system abave a certain
mateh rte. The system may award reward polnts, cash, or
other prives hased on the successful authentication ar on g
predetermined number of successiul authentications. Where
rewurd poeints are utilized. the points may be cashed in lor
predetermined prizes.

Other game teatures may involve award levels for users
wha gain a predetermined amount of expericnce using, the
authentication feasure, For example, dillerent reward levels
may be based on ousers suce
times. SO0 tnes, 1O tmes. ete, Because cach instance of
Iraad loss can be significant and can damage the goodwill off
the busitwss or organization. the benelits (o frand prevention
are significant.

I one embodiment. the user may be notfied that he or she
has achieved various competency levels. such as a “silver
level™ upon achicvimg 100 snceesslul authentications. a
“gold level” lor achivving 500 successful authentications. or
a “platinum level™ for achicving 1000 successtul authenti-
cativns, A number of points awarded for cach authentication
ahove a given match rle may increase biased on the user's
experience fevel. OF course., the names ol the levels and the
number of authentications for cach level as described above
are only exemplary and may vary as desired.

[ one embodiment, an authentication only counts toward
reward levels when business is transacted at the web siwe
while in other embodiments. repeated attempts may be
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made. all of which coumt foward rewards. Another feature
may incorporate i lederboard where oouser may he notilied
ol o user ranking compearing his or her proficiency or
willingness inusing the authentication system as compared
willy other users.

Successiul use of the authentication system benelits com-
panics and organizations that utihze the system by reducing
costs for frandulent activities and the costs ol preventing
travdulent activities, Those cost savings mayv be utilized o
tund the abave described gante features of the authentication
systent.

Further activities thal correspond 1o the anthentication
systent and contribute w the reduction of fravd may also be
incorporated o allow o user o ean poinls or receive prizes.
Such actvities may nclude @ user creating a sulliciently
losp. and strong, password that uses a certan number and
combination of characters, This encourages and rewards
users to sel pusswords that are not eusily compromised.
Other examples may include rewarding vsers to take tine to
perform verilication steps in addition to an inital authenti-
cation such as o mobile phone or email verilication of the
aulhentication. answering ane or more personal guestions. or
other secondary verihcations as currently known or laler
developed. This rewards users for aking. on added time and
inconvenience o lower the risk of raud o o company or
organization.

As another example, it the authentication service is tsed
o login to websites or apps that provide afliliate programs.
then the reward or gilt can be subsidized trom the aililiate
comptssions on purchases made on those siles. Lor
example. il'a commerce (product or service ) web site utilizes
the method and apparatus disclosed herein o avoid teaod.
and thus increase profits, then a percentage of cach poreluse
made by a user using the authentication service will he
provided to the authentication service. By reducing, fraud.
consumer purchases are more likely and additional users
will be willing w0 enter Tnancial and personal Information.
An afliliate link. code. or reterral souree or idemtilicr may be
used 1o credit the authentication sysiem with direeting the
consumer e the commerce (product or service) web site,
Multiple Account [ ogin

T i also contemplated that the authentication system may
be conligured to allow a user 1o aceess o number of dillerent
weh sites as o resull of o single awthentication. Because the
authentication process and result is unigue w the user, the
user may limt designate which puarticipating web sites the
user elects o log into and then atter selecting which one or
moere web sites w lop into. the user performs the suthenti-
cation described herein. 1Mihe secure authentication is suc-
cesstul. then the user s lageed into the selected web sites,
In this way. the ambentication process is a universal access
control for multiple dillerent web sites and prevents the user
[remn having to rementber multiple dillerent aser names and
passwords while also reducing fraud and password overhead
tor cach user.

Avtomatic Start/Stop of Imaging,

1t s alse contemplated that the system may be conligured
to have the video camera running on the phone. The mobile
device would grab [rames and path parameter data when the
plone moves (using the camera, gyroscope, magictometer.
ancd seceleromelery but only process into hiometrie data on
the device or send the lrumes up to the server 11 they have
a fuce in them. In this embodiment, the application execut-
e on the mobile deviee could tngger the soltware appli-
cation lo star saving lrames onee the phone i moviog and
then it the phone continues to move in the correct path (a
semi-cirele. for example) and the system deteets a lace inthe
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trame the mobile device would start o send images. a
portion ol the image, or biometne data (o the server lor
processing. When the systent senses motion b may ingger
the capture of Images ot certain intervals, The application
may then process the frames 10 determine il the images
contaiin a face. I the imazes do include a lace then the
application crops it out and then verilics il the motion path
ol the mebile device 15 similar 10 the one use used during
corollment, IF the metion path is suBiciently similar then the
applicatiom can send the trames one at a thne 1o 1he server
to be scanned or processed as described above,

Banding and Felge Detection

Whaen o fraudulent attempt is niade using o display screen.
such as an LEIDL TOTY or other screen. e system may
deteet the fraudulent Togin atempt based on expected atto-
butes of the sereen. In one embodiment. the authentication
system will run checks for banding produced by digital
screens. When banding is detected. the system may recop-
nize a fraudulent attenzpt at o login, In another embadiment.
the system will run cheeks tor edpe detection of digital
screens. As the mobile device s moved 1o obtain the
authentication movement during o login auemplt. the system
checks the caplored images W lor edges of a screen 1o
recopnize a lrmudulent login attempt. The system may also
check lor other image artilacts resuliing lrom o sereen such
as glare detection. Any now konow or later developed algo-
rithms for banding and screen edpe detection may be uti-
lized. Upan detection of fraud will prevent authentication
and access W e website ar prevent the vansaction or
aLCoONNL aceess.

Other Attrributes Bstimation

The authendication system may Turther conduct an analy-
s15 00 the enrollment Images 1o estimate st least one ol a
gender, an approximate age. and an ethiicity. In an alierna-
tive embodiment. the user may mannally enter one or more
of their gender. an approximate ape. and an ethoieity, or this
information may be taken or obtained from existing records
which are known o be accurate, The authentication system
may then further store g vser’s cstimated gender. age. and
ethnicity as enrollment credentials or vser data, Thus when
the user later attempts o authenticate with the systen. the
system will compare denved gender, ape. and ethnicity
ablained from anthenticalion images {using biometric analy-
sis 10 determine such data or estinules thereol’ based on
processing) with the stored gender. age, and ethnicity 1o
determine whether or not to asthenbeate the
example. if the derived data for gender. ape and ethiicity
matches the stored enrallment eredentials, then the authen-
tication is suceessiul or this aspect ol the authentication is
successiul,

The authentication system may make the gender. age. and
ethnicity estinuations based on g single image during the
authenhication process or hased on multiple images. For
example. the authentication system may use an image from
the plurality of images that has an optimal viewing angle of
the user’s face for the analysis, In other emboediments. a
different inage may be used for cach analysis of age. gender.
and ethnicity whea different images reveal the best data lor
the analysis, The authenticalion may alse estimate the gen-
der. age. and ethnicity in a plurality of the images and
average the results o ohlain overal]l seores for a gsender, age,
and ethnicily.

As an allernative to obtaining. the gender. age. and eth-
nicity as enrollment information, the estimated gender, age.
and ethnicily estimations as authentication credentials may
be st aver a course of repeated use of the authentication
system. For example. il in previews successiul authentica-
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tions wsing biometrics and movement inlormation. the
authentication system always estimates 0 user's age being
between 40 and 30, then the suthentication may set creden-
tials forthat user requiring keter login infbrmation 1o inclode
images ol u face estimasted W be between 40 and 500
Allernatively. zender. ape, and ethnicity estimatins may be
implemented as one of many factors contributing to an
overall authentication score to determine whether or not to
authenticate o user,

For example if the authentication process has a gender
estimation of + ar =0.2 of 1.9 male rating. then il the acwal
results doonot fall within that mnge the system may deny
access for the user, Likewlse, i the user’s age range always
falls between 40-50 years of age during prior authentication
altempts or eorollment, and an authentication atempt {alls
ontside that range. the system may deny access or use the
rosult as o compounding Factor to deny access,

In a further embodiment. when o bracelet or wateh
capable of ebtaining an BKG signature is used. a certain
1KG signature may be required at login, The HKG signature
could also he poired with the facial recognition maion o
pravide multiple stage sign-on for eritical security and
identification applications. Further, the credentials could
also nclude GPS information where login s only allvwed
within cerfain geographic locations as defined during enroll-
ment. In one confignration the GPS coordinates of the
mubile device are recorded and logged fora lowin attempt or
actual login. ‘This is additional information regarding the
location of the user. For example. il the GPP8 coordinates are
in a loreign country known for [rad. then the atempt was
likely fraudulent. but il e GPS coordinate indicate the
altempt or lagin was made in the user’s house. then traod is
less likely. In addition some applications mety only allow a
user o lopin when at specilied location such as a secure
government facility or at & hospial.

The enrollment information may further include distance
informeation. Because the motion arc (speed, angle. durtion
... ) is unique 1o cach vser. face detection software on the
device can process e inages and determine il the device is
o lose or o far from the subject. Or in ather words, the
carollment information may take nto account the size of the
lzee in the images. Thus the potential enrollment infonna-
tiom iy alse vary based on the length of g user’s ann, heud,
and Liee size. and on e aptics of the camer in the user's
particular mobile device, The user may also be positioned at
a lixed computer or cantera. such as laptop, deskiop. or atn.
The user may then move the face either torwards and back.
side W side. or up and dewn (or a cambination) o create the
images. Hlence, this method of operation 1 ool limised w a
maobile device, In vne embodiment. e camera 1s located in
an automabile, such as in o mireor and the person maves
their hend or Fiee o authenticate.

Crradual Authentication Access

In one embodiment. the system is set to limit what the user
can do when first enrolled and authenticated. Then, alter
turther amhentications or aller a predetermined time period
and number of authenteations. additional capabilities may
be granted. For example. during the first 20 authemtications
during (he first 3 months. a maximuom transaciion of S100
may be allowed, “This builds of database of known authen-
tication data In connection with non-ohjected o transactions
by the user Then. during the next 20 suthenticalions o
transaction limit of $3000 may be established. This limits
the total Joss in the event of frmud when the authentication
data s Tomited and the user s new o the system, foresample
il ant unautherized vser is able o fravdolently enroll in the
authentication system.
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Video Display for Imaging

When the user images himsellPherself using o [ronl-lacing
camera, the user may conlinn that histher Tce s being
imaged by viewing the inoge on dhe display, s described
above. The image shown on the display may be conligured
g0 4% o be smaller in area than the entire display, and may
be positioned i an upper portion of the display owards the
top of the device, When the user’s image is shown only in
the top portion of the user’s display screen. the user’s eves
tend o loak more closely al the tront camera, When (he
user’s eves are tracking up. the accuracy of the facial
recognition may be improved. Funther, iracking the move-
ment of the eves fram [Fune to rame may allow the system
tor validate that the images are ol a live person, and are not
[rom a photograph or video recording ol the person.

The image shown on the display may alsa be positioned
to correspond with a camera location on the user’s device.
as shown o FIGE, 1TA- 110, Mobile devices that are avail-
able taday may include front-lacing cameras disposed al a
number ol different positions. For example. one maobile
device 1112, 11125 may have o roni-lacing cintera T 4.
145 that is disposed above the display and ol cenler
towards one side or the other, as shown i FIGS, 11A and
B Accordingly, the feedback image 11062, 11164 of the
user shown on the displiy moy be posiitoned so as o
correspond with the location of the camera 111da. 11145 as
shown, In FIG. 11AL where o cumera 1114a 1s above the
display and is ofl=center at o position Left of the center. then
the image 1H16a may be shown in an upper lelt corner of the
display. In FICG. 1113, where o camera 11145 is above the
disploy and 15 ell-center at a position right of the center. then

the image 164 may be shown in an upper rigli corner off

the display. As shown in FIGL TLC, g mobile deviee T2
may have a camera H4e that s disposed centered diree(ly
above the display. There. the image 1116¢ may be displaved
centered inan upper portion of the display. In this manner.
g user's eves are directed elose w andfor track as close w the
camera as possible. aiding eve tracking and movement
verification, The user 15 alse able (o better see the leedback
image. and other feedback or information on the screen. as
they muove ihe mobile device.

The image viewed on the display by the nser may turther
be modilied such that the edpe pixels on the sides display are
stretched horizontally as shown in FIG. 120 That 1s. o
predetermined area 1206. 1208 on both the fght and the Jelit
sides ure warped 1o streteh wwards dght and lelt edges.
respectively. of the screen. This allows a larger vertical
portion of the displayed image w0 be shown an the display.
Simulaneously. this trains a vser 0 use the system comrect]ly
by keeping his ar her tace in the center ol the sereen. as his
ar her face would became warped on the sereen il it becames
olt center and parg ol the Lace enters the one of the wamed
areus.

Authentication i Low-Light Environments

T faeilitate imaging, the sereen on the mobile device may
additionaiiy be displayed with a white background. and the
brightness of the sereen may be incrcased o light up the
user’s face in dark environment. For example. a portion of
the display could provide video feedback for the user to
cosore he or she is imoging himsell ar herselll while the
remaining portion af the display is configured o display a
bright white color. Relerring back 1o the example shown in
FIG. 110, this may be done by showing the video leedbuck
T 6c on a center of the display, with the surrounding arcas
being displayed as bright white bars sround the video
teedback 1116¢. I very dark snuation. an 1LELD Mash on the
back side of the mobile device and the back facing camera
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may be vsed. Alternatively. the camera may be conligored to
create an image using indrared light or cther might vision
technues.

When infrored imaging is used as thermal maging, lore-
ther security enhancenwents are possible. Particularly, the
thenmal imaging may be analyzed to indicate whether or not
the obained images are from an actual user or are fraudulent
images [rom a sereen or other device, When a person is n
feont o an indrared thermal imaging camera. the heat
radiation detected should be tairly oval shaped designating
the person’s head. In contrast. the heat radiating, from 2
screen 1 (ypically rectangular Further, the heat paeiierns
delected in the actual person’s face as well a3 the movement
ol the heat patterns in the mages can be compared with
expected heat pattems of o humean face so as 1o distinguish
the images from fraudnlemt autherization attempts using a
sereen,

Deteeting Output from the Mobile Device

The display or other light source an the maobile device
may turther be utilized w provide additonal seeurity mea-
sures. [During the authentication process described above,
light from the display or other lizht source is projected onto
the user’'s face and eves. This projected light may then be
detected by the camera of the mobile deviee duning imaging.
For example, the color e detected on (he sking or o
reflection of the light off of the cornea of a user™s eve may
be imaged by the camera on the mobile phone. Because of
this. random light patterns. colors. and designs may be
utilized o offer Turther security and ensure there bs a live
persen atlempting suthentication and not merely an image or
videa of o person being imagad by o lraodster,

As one example. when o user bezins authentication. the
authentication server may zenerate and send Instructions o
the user’s device 1o display g random sequence ol eolors at
random intervals. The authentication server stores the ran-
domly penerated sequence for later comparison with the
authentication information reccived from the mobile device.
During authentication imaging. the colars displayed by the
device are projected onte the user™s Tace. and are retlected
all of the vser’s eves (the comnea ol the eves) or any other
surface that receives and reflects the light Trom the sereen.
The camera on the user’s mobile device detects the colors
that are reflected ofl” of the user’s skin or eyes {or other
surlice) and generates color data Indicating the colors
detected buased on the sereen projection. This data may be
returned (o the wuthentication server o determine il the color
sequence or patlern sent W the mobile device matches that
known sequence or pattern projected by the sereen of the
user device, Based an this comparisen anthe authentication
server the authentication s a suceess or denied. The com-
parison with the random sequence of coloes in the instrue-
tims may alwernatively oceur exclusively ot the vser device
o deternuine that o live user s being authenticated.

As another example, when o user bepins authentication.
the authentication server may send instructions the user's
device o display a randomly gencrated pattern whicly is then
stored on the ambhentication server. This pattern may include
graphics. text. lines or bars, flashing light patters. colors. a
QR code. or the like, The randomly generated pattern is
displayed during authentication imaging. and ihe pattern is
reflected ofl of the user’™ eves (comea). The camera of the
user’s deviee detects the rellected patiern off of the eye of
the user and processes the retlected. mirrored image of the
displayved pattern. The processed patlern (such as being
converted W i numieric valoe) s ansmilled to the authen-
tication server and compared to the pattern that was ran-
domly generated and stored on the anthentication server o
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verify i the pattern displayed by the sereen. and imaged
alter reflection ofl’ the user’s tace establishes a pattern
mateh.

I a mateh oceurs, this extablishes or increases the like-
lihowd that a live person is being imaged by the device, It the
pattern is not @ match, or does oot meet a match threshald
level, then the authentication process may il (access
cdenied) or the account aecess or trmsaction imount may be
limited. Tt is noted that this example could alse be incorpo-
rated on deskiop computer with o weheam that does oot
incorporate the enrellment mevement and authentication
movement deseribed above. Further. this example may not
anly be incorporated with thcial recognition. but could also
serve s an added lover o seeurity for ins recogoilion orany
other type of eye Blood vesse]l recognition. or any fucial
leature that is unigue W o user.

When the above example is implemented on a desktop
computer. oye tracking may also be wtilzed w turther
demonstrate the presence of a live user. For example. the
sereen conld show o ball or other random abject or symibol
maving in o rndon patern (hat the user watches with his or
her eyes. The canera can detect this real tme movement o
verily the user is Tive, and not a picture or display, and verily
that the eve or head movements correspond 1o and match the
expected movement of the object or words on the sereen.
which wre known by the authentication system. Fye vacking
can alse be done by establishing an anchor point. such as via
a moeuse click ata location on the screen (assuming that the
user s loeking al the location where the mouse click takes
place). and then estimating where the user is looking ot the
sereen relative w the anchaor posinon,

The use of a moving object on the sereen may also be
beneficial during enrollment on either a mobile or stitionary
device, For example. while capturing the earollment images.
the device may display a moving digital object (such as a
eirele or words(s ) tat nwsves around the sereen so that te
user is encouraged to follow it with his or her head and eyes,
This movement may be involuntary from the user. or the
device may be configured w instruct the user o follow (he
abject, This resulls in movenent of the head and/or eyves
creating snull chanpges in the onentation ol e vser's head
and Fee with the deviee camern, providing mare complete
enrollment infomution. With more complele enrallment
information. the system may better ensure that the user will
later be authenticated at « bigh rate even a slightly diflerent
angles doring future authentication attempls.
Intuitive User Training and Enhanced Security by “Zoom-
ing"”

[ one embodiment. the system is configured 1o aid the
user 1o easily learn @ awthenticawe with the systen, As
shown in FIG 134, once enrellment or authentication s
begun as deseribed previously, the systent causes the user's
maobile device 1310 to display w0 small oval 1320 on the
sereen 1315 while the mobile device 1310 05 imaging the
user. Instrnctions [325 displayed on the screen 1315 instruct
the user to hold tie mobale device 1310050 that his ar her face
or head appears witlin in the oval 1320 Because the oval
1320 is small. the user is required W hold the nmobile deviee
1310 away from his or her body. such as by straightening his
or her wrm while holding the mobile device 13100 The
maximum arm leagth and face s s unigue 1o the wser. In
other embodiment. the anm may not be fully straightened
such us 1o accommodate operation when space 15 not avail-
able, such as o caror i a crowded Jocation. Tt s noted that
while the small oval 1320 is shown centered in the display.
it may be positioned amywhere on the sereen 1315
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Nexl as shown in FIGL [3B. the system causes the user's
muhile device 1310 w0 display a lanzer oval 1330 on the
display 1315 The display 1315 may also show comespond-
ing instructions 1335 directing the user to 2oom In™ on his
ar Irer lace in order o {1 the oval 1330 with his or her face.
The user does this by bringing the mobile device 1310 closer
to his or her face in g penerally straight line w the vser’s face
{sneh s shown i FIGE. TAand 713 untl the user's face (ills
the owval 1330 or exceeds the oval. In other embodiments, the
lrge oval 133 may simply be o prompt Tor the user 1o hring
the mobile device 1310 closer o the user’s (e,

Thus. the system pravides and teaches the nser a simple
method to provide enrollment and authentication images
along with enrollment and awthentication movemenl as
explained above. The system may alse each varying enrell-
ment and authentication movement by varying the location
of the small oval 1320 on the sereen 1315, and by changing
the order and the size of the ovals displayed. For example the
user may zoom in Y way. then out, then in all the way. by
meving the mobile device, The systent may be configured 1o
moniter that the camera™s zoom function (when eguipped) is
not i use, which typically requires the oser o wuceh the
sonen.

In one embodiment, the enmollment movement miy he
ommtted. and the authentication movement may be compared
to expected movement based on the prompts on the sereen.
l'or example. the device or authentication server gencrates a
serics of difterently sized ovals within which the vser must
place his ar her lace by moving the mobile deviee held in the
wser’s hand. In this manner, the authentication movenent
may be ditlerent during cach lozin depending on the order.
size, and placement ol the ovals shown an the screen.

The system may also incomorate other seeurity ledures
when the “xoom in™ movement is used as shown in FIGS.
134 and 1313, Typical camerss on a mobile deviee or any
other device include a curved lens. This resulls i a “lish-
eye™ etlect in the resuiting images taken by the camera, In
same instances. this curvature may nat be visible o the
human eye. or may only be noticeable ot certain {ocal
lengths, The curvature or {ish eve eflect can vary wish focal
length or distance hetween the user and the lens. The depree
ol the fish-cye ellect s dependent on the tvpe of aptics used
i the camera’s Jens and other factors.

The fish-eve effect becomes more pronounced on an
image of a person’s face when the person images his or her
tace close w the lens. The effect results in the relative
dimensions of the person’s thee appearing dilterent than
when the imaging is done with the person’s face farther
away from the lens. For example. a person’s mose may
appear as much as 30% wider and 15% taller relative 1o a
person's face when the image is taken at a close proximity
as compared (o when the Image s aken at o disionee. The
differences in the relative dimensions are caused by the
relatively Jarger dillerences in focal length of the various
tacial features when the person is imaged close wo the lens
as compared to the relatively equal distances in tocal length
when the person is imaged at & distance tarther from the lens.

Such differences have been bound o be signilicant in
many facial recognition algorithms, That is. a acial recon-
niiion itgonthm nigy ool recognize o live person imaged at
a close proximity and a fr proximity as the sane peeson. [n
contrast. i a two dimensienal photograph of a person is
imaged by the camera at both a close proximity and a larther
proxintty, the relative foeal lengths between the lens and the
twao-dimensional image de not change so significamly. Thus.
a tacial recognition algodthim would recognize the two-
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dimensional photograph as the same person when imaged at
both o close proximily and a distance ariber from the lens.

This efliset may be used (o increase the seeurity of the
authentication system. For example. during  enrollnienl.
enrolliment images may be provided by he aser at both the
clime and Far prosimity Trom the lens, in addition 1o other
positions through the movement. Later, during authentica-
tion. authentication images may be obtained at both the close
and far distanees from the lens to delermine 1 they match
with the enrollment intormation obtained trom the enroll-
ment images. Further. because the fish-eve efleet is expected
when an actoal, three-dimensionad person is presenl. an
absence of the relalive change in the dimensions ol the facial
teatures alerts the system o a frasdulent attempl at authen-
tication. This ellect could not easily be re-created with a two
dimensional picture (printed photograph or sereen) and thus.
this slep can serve as o seoure tost o prevent a (wo
dimensional picture (in place of a live Fice) from being used
tior authentication.

[ enher words. using this movement of “zoomigg™ in and
oul on the wser's e, (wao or more blometric profiles could
be created for the some persen, One of (he multiple profiles
tor the person may be imaged farther from the camera, and
one of the multiple profiles may be lor the person imaged
clemer Lo the cameri T order for the system 1o authenticite
the person. the authentication images and biometrics muost
match the two or more profiles i the enrollment images and
biometrics.

[n addition. the system may detect the presence of a real
persan s compared with o froudolenn photograph of a
persan by contparing the background of the intages oblained
ata close and a Lar proximity, When the mobile device 1310
15 held such that the person’s Laee fils within the oval 1320,
oljects i the background that are glmost directly behind the
persan may be visible, FHowever, when the maobile device
1310 s held such that the persen's tuee {its within the larger
ovul 1330 the person’s Luce blocks the camerus ability o see
the same objects that are almost directly behind the person.
Thus. the system may compare the backprounds of the
images obtmined at the close and the T proxinty 1o
determine whether the real person is attempting authentica-
tinn with the system.

Ol course, in FTIGE. 13A and 1313, shapes or guides other
than ovals 1320 and 1330 may be wsed (o guide the user o
hold the mebile deviee 1310 at the appropriste distance from
his or her face. For example. the mobile device 1300 may
show a full or partial square or rectangle rame. Further. the
system may vary the size and location of the frame. such as
the ovals 1320, 1330 to add {urther security, Far example.
the system may require a medinm sized frame. o small
trame. and then a large frame. As another example. the
syslem may require o small rame ata fiest Jocation and a
second location, and then a large [rame. This may be done
randomly in order to teach dilterent users dilterent enrell-
ment and authentication movements.

The number of trame sizes presented w the user may alsoe
vary lor a single user based on the results of other scourity
teatures deseribed herein, For example. 1l the GIS coordi-
nates of the mobile device show that the deviee is in an
unexpected location. mare trames at ditferent distances may
be required lor authemtication. One or more indicatons, such
ax lights, wards, or svmboly may be presented on the sereen
50 as W be visible o the user o direet the user to the desired
distance that the mobile deviee should be Trom the user.

In FIGS. 13A and 1318, the system may predict the
expected fish-cye distortion of the images based on the
mubile device used for enrollment and suthentication. and
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based on known and uosied enrollment dada, In addition or
as an alternative, the known specilications ol a mobile phone
camert for o given model may be utibized w predict the
expected distortion ol the persan’s Facial features at diflerent
distances from the lens. Thus, the antbentication may be
device dependent. Further, enrollment infommation from the
user s not required at every possible distance from the
CUmeri.

For example. as described abave, enrolliment images and
hicmetrics may be abained for a user at tvo distances {rom
the user. During autiientication. multiple images are cap-
mred in addition o images corresponding the close and far
distanees of the enrollment images and biometrics. Based an
the expected distortion of these imermediary images sccord-
ing to the distanced traveled by the device. the system nay
vahdate that the change in distortion of the images is
happening at the correct rate. evien though only two enroell-
ment profiles are obtained.

The capturing of these images may be sill images or
video., such that frames or images are oxtracted trom the
videao that is laken doring the movement rom the fist
position distant lrom the user and the second position
proximate the user. Thus, it 1w contemplated the operation
may caplure nwmerons frames during the #eom motion and
ensure that the disterion is happening at the correet rate lor
the head size and the movement of the mobile device
distance based on data from the accelerometers, magnetom-
cters. and so torth,

Over time based on accumnlated data. or caleulated data
during design phase. the system will have diwa indicating
that il a phone 15 moved a certain distance toward 2 user's
tace, then the distortion ellect should fall within & known
percentage ol the {final distortion level or initial distortion
level Thus, o fool or deceive the anthentication system
diselosed herein, the fraud attempt wonld not only need to
distort the traudulent two-dimensional picture imaze. but
would also need o cut the background, and then make
video of the face. distortion. and background that does all of
this incrementally and at the correct speed. all while not
having any banding Irom (he video screen or having any
sereen edges visible, which s very unlikely.

Meny currently known lucial detection and facial recop-
nipon algorithow are conligured o look lor o small face
within an image. Thos, in order 1o cosure thal the facial
detection and recogniten algorithms detect and recognize
the user's face in the zoomed in image (FTG. 1313, the
systern may add a large buller zone around the image taken
at a close proximity. This creates a larger overall image and
allows current Facial detection and recognition alaorithins 1o
detect and recoanize the face. even where the face ol the user
is large in the origingl image.

When the enrollment and  authentication
resulting Irom the process described with FIGS. 13A and
1313 is used. the eve trucking seeurity features described
above may alse be enhanced. For example, when the user is
instructed 1o bring the mobile device 1310 closer W his or
her face to il the oval 1330, the QR code. a random shape.
a bar code. color. wxt, nimbers or any other visual indictor
may be displayed on the sereen, At (his close distance. the
reflection of the displaved indicotor ofl of the user’s eyve or
ee may be more easily imaged by the camera. Further-
e, eve movernent, blinking. and the like w determine the
“lveness™ of the person being imaped may also be more
easily oblained a1 the ¢lose proximity.

I one embodiment, at least one blink is required to prove
liveness for authentication. In another embodiment. blinks
may be counted and the number of blinks may be averaged

movenent
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aver time doring authentications, This allows Tor an addi-
tinnal Jactor in puthentication o be the number ol Blinks
ohserved doring the motion. I a patiern of when the user
blinks during the molion 15 ohserved. the system may verily
that the user blinks at the expected time and deviee location
during the motien during future authentication attempls.

[0 wther crnbodiments. the size or location of the vval or
tframe may change 1w sixes or locations other than that shown
in FIGS, 13A. 1313 such that the user must pasition and/or
angle the phone w place his or her tace within the oval, This
establishes yet another method of insuring liveness of the
user.

In one exemplary methad. the mobile device is positioned
ata {irst distance from the user and a {irst inage captured lor

g. This distance may be Inearly away trom the
user and in this embodiment net in an are or orbit. This may
oceur by the user moving the mebiie device, either by hand.
or by the mobile device being on a movable device or rail
systent., Or. the lens system may be adjosted it in o lixed
systen o change the sive of the user™s Tace in relation o the
[rame size. Alermatively, the wser may stay stonary, the
multiple comeras may be used. or camera may nove withaoul
the user moving. Onee some form ol movement {from a
device, camera, lens. or user) has oceurred o establish the
camera al g second distance, a second image is captured lor
processing. Movement from the first position w the second
position may be straight toward the user. Processing oceurs
an bl images.

The processing may include caleulations 1o verily a
difference between the two Images. or o difference in bio-
metrics oblained Trom the two intages. that indicates thar a
real persan is being imaged. Processing may accor 1o
compare the {irst authentication image to a first enrollment
image (corresponcling 10 the first distance) 1o determine 1f a
match is present and then compare the seeond authentication
image 10 o seeond enrollment image (corresponding. o the
second distance) to determine il a mateh is present. I a
match oecurs. then authentication may procecd.

yariations an these methods are alse possible with the
syslen requiring a mateh ac the {irst distance. bul a filure
o match at the second distance, thereby indicating that the
second mapge i oaot of a two-dimensional picture. The
processing resulting o a match or failure w0 match may he
any (ype image or lacial recognition processing slaorithng.
As with other processing. described herein, the processing
may oceur on the mobile device. vne or More remole servers.
ar any combination of such devices,

Allhe processing deseribed herein may oceur on only the
mabile device, only @ remole server. or a combination there,
The bivmetric dita may be stored on the mobile device or
the server. orsplit between the twa or security purposes, For
example (he images could be processed on the mobile
device, but compared 1o enrollmeni date i the clond arat a
remete server. Or, the images could be sent to the cloud
(remute server) for processing and comparison.

Tonch Screen lnhancemens

Additional added  security mwodifications may  include
information abwut a user’s finger. Many mobile devices with
el sereens can detect the location and approxinate size
ala user's touch on the screen. Accordingly. an approximate
stze of g user's finger or thumb may he megsured by the
system. In addition w the size of o finger. an orlentation
angle of the finger or whether the {ingers or thumbs of the
right or lelt hand are used can be detected.

In une embodiment, a vser selects an account W open,
begins enrollment imaging. or beging authentication inag-
ing by wnching the touchscreen of the user device. The
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authenticativn systen may thos deteet whether the touch by
a user during anthentication corresponds with previcushy
stored enmollment information meluding the size of the
user’s {inger or thumb, amount of pressure applied o the
sereen and whether the user 1s right or lefl handed. This adds
an additional secority layer lor the authentication sy stem.

Furthermore. the authentication system may require that
the user initiates an authentication by touching a fingerprint
reader or the wuchsereen in one or more predetermined
manners, In one embodiment. as showa in G 140 @
touchsereen 1410 may be divided up inte predetermined
regions 14200 Vor example, there may he nine equal. cireu-
lar. square, or other shaped regions 1420 on the touchscreen
14100 of the moebile deviee. Duning enrollment. the user
selects one ol the regions 1420 of the sereen 1410 to wouch
to initiate authentication. During authentication. it the pre-
selected region 1420 15 not wuched W begin authentication
or during the entire authentication process. then authentica-
tion is denied. This is but one possible design possibility and
ather design options are contemplated.

The regions 1420 on the louchsercen may be visually
represented by a grid, or may not be displayed at ald on the
touchsereen 14100 As shown W FIG. 15, i addition to or
place of the regions 1420, butons 1520 may be displayed on
a wchsereen 15100 Here, the user may initiate the authen-
tication by pressing one or more of the buttons 1520 v a
predetermined pattern. The user may also initlate suthenti-
cation via a predetermined swiped pauern, The position to
be touched by the wser may chianpe with cach anthentication
allempl and may be conveyl o the user through any
structions lrom the avthentication server. such as a code.
noniber. letter. color captcha or other indicator,

Yolee Parameters

It s also contemplated that the vser could recard their
voice by speaking o phrase while recording their images
during. the enrolliment process when {irst using the system.
Then, to authenticate, the user would also have 1o also speak
the phrase when also moving the mobile device to capture
the image of their face, Thus, one additionad path parameter
may be the user's spaken volee and use of voice recounition
as another laver or clement of the authentication process.
Image Qualily Assurance

The anthentication system miy also process the images
received from the mobile device (o deternuine 1 the images
are of suflicient quality, For example. the system may cheek
the images for blurriness caused by the imuges being oot of
tocus or by the camera lens being obscured by fingerprint.,
ails. cte. The system may alert that user that the quality of
the images is insuilicient {or too bright or oo dark) and
dircet the user ta adjust a focus. expasure. or other param-
cter, or ta clean the lens of the camera,

Antolocus

The awhentication system may also utilize an antofocus
teature when the mobile device camera s equipped with
such. For example, when an actual, three-dimensional per-
son is being imaged. the system checks © cnsure that the
sharpuess of the image changes througheut as the camera
perform amo-locusing. In another embodiment. the system
may control the autedocus sa that the camera Tocuses on o
lirst lecation ar distanee to cheek for sharpness (in focus) of
a portion of the image containing a lace. The system then
controls the camers 1o locus at g second location or distance
where the presence of a face 15 not detected and check Tor
sharpness (in focus) ol a portion of the Image. TF a three
dimensional person v a real environment is being imaged,
it is expected that the tocal length settings should be
different at the first and second locations. which suggests a
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real person is presently being imaged. However. if the focal
lengths of both locations are the same, this indicites that a
twor dimensional photograph or sereen is being imaged.
indicating a {raudulent lozin attempl.

The systenn may also control the auto-locus of the device
to check for different local lenzths of different particular
teatures in the image. For example. when a person’s face is
imaged lrom the front. a person’s ear is expected to have a
difterent tocal lengtl (more distanty than she tp ofa person’s
s,

Images of Login Attenpt

The muthentication server may also he conligured (o store
the authentication images for a predeternined length of
time. The mages may provide additional secunty benefits as
evidence of g person attempling o log 1n o a user’s aceounl.
FFor exampie. the systent may store a predetermined number
of prior log in attempts. such as twenty login attemipts. or
stere Images from login attempts lor a predetermined tine
perivd. such as during the past seven days or weeks, Any
traud or attempted Traud will result in picteres of the persan
altempting the login being stored or sent (o the authentica-
tion server of the account server,

The mere knowledge that photos will be aken and sent is
4 significant deterrent 1o any potentially dishonest person
becanse they know (heir picture will be waken and stored, and
it 15 an assuranee of security to the user. Likewise, any
attempted and fuiled attempt can have the phow stored und
indicator of whe is atempting o access the account, It is
also contemplated that an email or text message along with
the picture ol the person attemping the Baled log in may be
sent to the authorized user so they know whe is attempting

e access their account. This establishes the fimst line of

security lor the account as the user with the photo or image
alsa being possessced by the authentication server.
Adaptive Match Thresholds

lurther. the level or pereentage ol correspondence
between the enrollment indomaation and e authentication
intormation o authenticate the user may change over time.
In other words. the system may comprise an adaptive
threshold.

Alter o user repularly vses the awhenticalion system
described above, the wser will have logged mowith the
syslem by moving the mobile device o the predetermined
path relative o his or her head o large number of tmes.
Accordingly, it may be expected that as the vser will gain
expenence using the authentication sy sten. and that the user
will gradually setle ino a comtortable and standardized

mation path, Iy contrast, the initial corellment movement of

a user will likely be the most owkward and clumsy move-
mient as (he user has ligle experience with the suthentication
systent.

In order @ make the authenticilion syslem more conve-
nient for the user without losing seourily. the adaptive
threshold system allow the enrollment movement to adapt so
that the user s not locked Into the awkward and clumsy
initial movement as the cnrollment moventent. To facilitate
this. upen cach successtully anthorization. the suceessinl
authorization movement is stored. and the motion path s

added o a list of acceplable motion paths, The list of

acceplable maotion paths may be limited o 8 predetermined
number of paths. When g new suceesslully authorizion is
contpleted and the list of acceptable motion paths is full. the
older enrolliment motion path is deleted and the newest is
stored 1 its place. Alternatively. the maotion patl that 1s least
similar to the other oudion paths stored on the list may be
deleted. Thus. by storing the most alike or newest motion
patls. the enrollment movement may slowly adapt over time
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as e user because Funiliar with the system and settles into
a comfortable motion path Jor authentication.

In addition. other enrollment information may adaptively
change in a similar mamer as the wser information, For
example. successtul authentication photos or hivmelric
information can be stored as part of the corollment inlor-
mation. and old enrollment information may be discarded
over time. In this manner, the authentication system can be
conveniant for a user even over o Jong period of tine as the
user experiences aging. tcial hair growth. difterent styles of
makeup. new glasses. or other subtle face alterations.

Determining how much varlanee 1s allowed over time in
the niotion path or the blometrie inlommation. cr both may be
set by the entity reguiring authentication in order o meet
that entity™s seeurlly requirements. Tine or number of scans
afier the mitial corallment can be used 10 modily the
adaptive threshold. For example. during & first lew days alter
enrollment. the threshold may be lower while a security
threat is low and the diflerenees in paths are likely to be
higher. Afier a number ol authentications or a nunther of
days, the threshold may inerease. The threshold [urther may
be sel based on trending date of cither the motion path or
bivmetric information. For example. the threshold may be
maure lenient i a direction the data is trending. while huving
a fighter wlerunee lor data against the trend.

A temporal aspect may also be added along with the
location infornution. FFor example. if the user conduets and
anthenticates a ransaction near his home. and then one hour
later another ransaction is attempted in a forcign country.
the transaction may be denied. Or it may be denied if the
distince between the prior authentication location and the
next authentication localion cannot be traveled or is unlikely
tor Tuve been traveled in the amount ol time between login
ar authentication attempts. For example, il the user authen-
ticates in Denver. but an hoor later an attempt is made i
MNew York, Russia or Africa. then either first or second
altempt s fraudulent becanse the user likely cuannot travel
between these locations in 1 hour.

Funther. it the next transaction is attempled ot a more
reasonible (ime and distanee away rom the lirst iransacton.
the level of correspondence threshold may be roised o
provide added secority, without automatically denying the
transaction. Likewise, an altimaeter may be used such (hat 10
the seltitude determined by the mohbile deviee is diflerent than
the altitude of the city in which the user is reported © be
located, then this may indicate a [raud attempt. Ths,
altitude or barometric readings from the mobile device may
be used W verity location and can be cross relerenced
auainst GPS dat [P address or router location data, or user
identified location,

Random Image Distartion

I arder (o provide an additional kyver ol security o the
Lrer] recounition muhentcition system, 1he sysem nuay
utilize random image distortion. For example. a user may be
assigned a4 rmndont distorion algorithm upon eorellment inte
the system. The distortion algarithm may include such
distortions e the image as widening or narrowing the
person’s face by a predetermined amount. adding or super-
imposing a predetermined shape at a predetermined position
att the user’s fee. As one exantple of this. the distortion may
be a circle superimposed at 100 pixels above the user's lelt
oy,

With the umquely assigned distortion on the images {from
the user, the biometric data For that user will be unigue w the
aceount ur device used by the user. That s, the eorollment
bicmetrics stored on the authentication server or on the
mobile deviee wili reflect not only the tawial festures of the
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user. but also will retleet the uvaiquely assigned image
distorion. Thus, even il an aceurate, Traudulent representa-
tion of o person were nsed on o diflerent device or via a
different account. the proftered authentication biometrics
would not sulficiently correspond due to a diflerent or an
absence of the wnique distortion. Thus. the overll security
may be enhanced.
Security Layers

It 15 noted that each of the above embodinzents. modili-
cativns. and enhancements may be combined in any com-
bination as necessary to create moltiple layers al seeurity lor
authentication. lor example, the el recognition may he
combined with motion detection or path detection. or oper-
ale independently of these features for authentication. Fur-
ther, when more than ooe of the above desenbed enhuance-
ments or medilications are combined. the authentication
system may be configured so as not o provide any leedback
or indication on which layer fuiled suthentication.

lor example. when a predetermioed touch pattern 1o
initiate authentication is combined with the authentication
movement and facial authentication. the systen does nol
indicate whether o touch paltern was incorrecl. or the
authentication movement or authentication images failed 1o
correspond Lo the enrollment information. Tostead. the sys-
tem provides an identical denial of authentication oo maller
what failure cceurs. This is the case when any number of the
security features described above are combined. [ this

manner. it is diflicult for a fravdster 1o detect what aspect of

the lravdulent credentials must be corrected. further enhane-
ing the seenrity of the sysiem.

All olhe above features may be incorporated together. or
only same features may be vsed and others omited. lor
example. when the device prompts the user to move the
cdevice so that the user places his or her head within o fiest
small frame (such as an oval) then o a second large frame
(such as w FIGS, 7A0 713, 134, and 13130 the system may
be configured sueh that Tacial recognition need not be
performed on the image(s) in the fisst frame (distanly
captured trames) The sceurity of the systent is maintained
by pertorming lacial recognition throughout the imaging al
some point between the lirst and secand frames, and at (the
second frame. This may especially be true when also inte-
grated gnother laver of security, such as checking eye
trcking lollowing o moving object on the sereen. or reading
a reflection ol a QR code or random shape oft of the user’s
eve. Inanother embodiment. when two or more cameras are
used creating theee dimensional. stercoscopic images. the
tacial recopnition may not be performed at the {irst. far away
[rame. but instead the liveness ol the persoin may be vali-
dated at the claser in trame only after the movenent of the
device, [nostill ather embodiments. ather security lavers may
be used, and the motion parameters nuy be omitled. Such
combinations may be beneficinl {or larger or stationary
devices. such as gaming laptop computers. personal desktop
computers. o stationary kiosk. or the like.
lixample Applications

likewise. although described herein as financial account
authentication. the authentication using path parameters and
image data may be implemented inany enviranment reguir-
ing verification of the user’s identity belore allowing access.
SIIC]'I % AN CCESEE, MO JLIOCesS, Cl)lT]plllUT HIE M wal site
or dita neeess, phone use, compuier use. packige receipl.
eventl gecess. Heketing, courtroom aceess. wirport seeuriy.

retail sales transaction. To'l access. or any other type of

lion.
lor exainple. an embodiment will be deseribed where the
above authentication system is used to securely conduet a
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retail sales transaction. In this embodiment. a user is
enrolled with the mithentication server or an authentication
application on the mebile device as described above and has
generated  enrollment  information  including  enrallment
iages andior biometrics, and enrollment mavement. To this
example. the user nitates or attempts o complete 8 rans-
action at a retail estabhshment with a credit card. smart card.
or using & smart phone with NFC capabilities.

The user beging (he ransaction by swiping a credil card.
smart card. or using an application on a smartphone with
NIC capabilitics w pay tor poods or services, The retail
establishment would then awthorize the card er agcount with
the relevant network ol the financial institution (“Ciale-
way )k For example, the retil establishment, throogh o
Crutewiy such as one operated by VISA or AMERICAN
LEXPRESS would determine whether the account is available
and has suflicient available tunds.

The Gateway would then commumcate with the authori-
ation server o authorize the transaction by verilyving the
identity of the user. Vor example. the Gateway may send an
authorization requaest o the authentication server. and the
authentication server then sends o notification. such as
puslt notification, 1o the user’s maonle device W reguest that
the user authenticate the transaction.

Upon receipt of the notification rom the authentication
server. such as through a vibration, beep. or other sound on
the mobile deviee. the user may then aithenticate his or her
identify with the mobile device, The authentication server
may also send information concerning the transaction to the
user lar verilication by the user. For example. the authenti-
cation server may send information that cavses the mobile
device to display the merchant, merchant location. and the
purchase 1otal for the transaction.

Next, as helore, the user may hold the mobile deviee and
abtain a plurality ol authemication images as the nser moves
the mobile device to diflerent positions relative to the user's
head. Wiile moving the mobile device to obtain the authen-
tication images. the mobile phone fuether tracks the path
parameters (suthentication movement) of the mobile device
via the gyroscope. mazneiometer, and the accelerometer 1o
abtain the authenticaion movement of the device, The
muhile device may then send the device nlormation, the
authentication miiges, nd the authenncation movement o
the authentication server. In other embodinents, the nobile
device may process the Images 10 obtain biometric data and
send the biometrie duta w the server. Inostill vlher embodi-
mients, the mobile device may process the images. obtain the
authemtication  information.  compare the  authentication
infarmation to enroliment information stored on (e mobile
device, and send passTail results of the comparison w the
authentication server.

The authentication server may then authenticate the iden-
tity ol the user and coniirm that the user wishes to authorize
the tramsaction on his or her account 1 the device inforna-
tiom, authentication Images andfor bionetncs. and authen-
tication movement correspond with the enrollment deviee
information. the enrollment images and/or bometries. and
the enrollment movement. The anthenticatuen server then
teansmits an authorization message wo the Gateway, Onee the
gateway has received conlinmation of the anthorization. the
Cratewity then communicites with the retail establishment 1o
allow the retail iransaction.

Several advantages may be obtained when a retail tans-
action s duthorized utilizing the sbove system and method.
Because the dentity venbication of the user and the confir-
mation of the transaction is completed via the authentication
system and mokile device, there 1s no longer a requirement
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tor a user o provide his or her eredit card or signature. or to
enler g pin number inte the retailer’s pomt ol sale system.
IPurther. the retail establishment does not need 10 check a
phote identification of the wser: The above method and
systen dlso has the advantage that i provides seeure trns-
actions that can work with mobile and online transactions
that do oot have cameras. such as security cameras. on the
premises.

In the secure retail ransaction described above, the user
abtains the total amount doe on his or her maobile device
tfrom the retail establishment via the Gateway and amthen-
teation server. owever, in one embodinment. the mobile
phone may use the camera as o bar code, QR code. or similar
scanner (o identity the items and the prices ol the items
being purchased. The mobile device may then wtal the
amaount duc and act as the checkout 1 complete the wans-
action with the retail establishment,

I another embodiment. o user of the application may
want Lo ananymously pay an individoal or a merchant. In
this instance. the user would designate an amount to be paid
nto an apphication, and the application would create a
umique identilying (ransaction number. This number may
then be shown to the second user, so e second user cun type
the identifying transaction number an an application on a
separate device. The unigue identifying transaction number
may also be sent from the user o the second user via NEFCL
Bluctooth, o QR code. or other suitable methods. 'The second
user may also type the amawmit and request payment,

Upon receiving the paynmenl request and unigue identi-
lying trnsaction number. the aothentication server Ny
send o notification 1o the st user’s mobile device 1o
authenticate the transaction, The user would then verily his
or her identity using the facial recoenition authentication
systerm deseribed above. The user may altematively or
additionaiiy verity us or her identity using other biometric
data such as a fingerprint or retina scan, path based motion
and tmaging. or the user may enter o password. Upon
authentication. the user™s device would send a request to the
user’s payment provider o request and autlorize payment to
the second user. In this manner. the payment may be done
securely while the wsers in the ransaction are anonyimous,

According to one embodiment, as an additional measure
ol securily, the GPS information from the mohile device
iy alse be sent (o the authenticinion server o anthenticate
and allow the retail trunsaction. For example. the GPS
coordinates from the mobile device may be compared with
the coordinates of the retail establishment o condinm that the
user is actually present in the retail establishment. In this
manner, @ criminal that has stolen a credit card and attempis
e use the card from o distant location {as compared o the
retail location) is unable @ complete a transaction becapse
the user’s phone is not af the Jocation of the retail estah-
lishment. [P addresses may also be used 1o determine
locution.

Ag explimned above. the level or pereentage of correspon-
denece between the enrollment information and the authen-
tication information 10 authenticate the user may also be
adjusted based on the coordinates of the (iP5 of the maobile
device, For example. i the retail establishment and GPS
coordinates of the mobile deviee are near a user’s home.
then the level of correspondence nuy he sel oo lower
threshold. such as al o 99% match rate. Aliermtively. il the
location is very tae from the user’s homw, and is i a foreign
country, 1or example, then the level of correspondence may
be set at a higher threshold, such as at a 99 999%, muatch rate.

While various embodiments of the invention have been
descnibed, it will be apparent to those of ordinary skill in the
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art that many more embadiments and implementations are
possible that are within the scope ol tus invention. In
addition. the varlous Leatures. elements. and embodiments
deseribed herein may be climed ar combined in any com-
bisation or arrangenent.

What 18 claimed s

1. A system for authenticatng three-dimensionality of a
user via a user’s camera equipped computing deviee. the
compulting device comprising:

a processar canligured 1o execute machine executable

code:

a sereen conligured o provide a user interiace wthe user:

a camera configured to caplure mages:

one or mere memories configured to store nachine read-

able instructions that @re stored on the memory of the

authentication server which when exceuted by the

processat, catse the computing devies wy

cupluring at least one first imape of the user ken with
the camera ol the computing device at a liest lucation
which s o first distanee {rom the user:

processing the e least one lirst mage or 2 portion o
create first data:

muowing the camiera from the first location to a second
location, the second location belng a second distance
Irom (he user, or the user moving from he first
location o the second location w change the distance
between the user and the camera [rom the first
distance 1o a seeond distance:

capturing at least one sccond image of the user taken
with the camera of the computing device at the
second distance from the user. the second distance
being difterent than the liest distanee:

processing the at least one second image or 4 portion
thereal 1o create second dati:

comparing the first data 1o the second data to determine
whether expected diflerences exist between the first
data and the second data which indieated  three-
dimensianality of the user:

authenticating, the user when differences betwoeen the
lirst data and the second data have expected distor-
tien resulting From mavement of the camera fram the
lirst location Lo the second location or nwwement ol
the user from the first location to the second location,
which causes the change in distanee between the user
and the camera.

2 The system according to claim 1. further comprising:

interpolating the first data and the second data 10 oblain

estimated intermediate daa:

capluring at least one (hird image of the user taken with

the camera of the computing device at a third distance
trom the user. the third distance being between the first
distance and the second distinees:

processing the at least one third image ora portion thereol

to obtain third data: and

comparing the estimated Intermediate data with the third

data 10 determine whether the third data matches the
estimated intermediate daa.

3. The system according to claim 1, turther comprising
verilving the presence ol the user's cars in e ot least one
lirst image. and veritving the absence or reduced visibility of
the user’s cors Inthe gt least one secomd image, wherein the
lirst distance is larger thon the second distanee.

4. The system sccording to claim 1. wherein the comput-
ing device is conligured to display une or more prompts on
a sereen of the computing device 1o gnide the user 1o capture
the at least one first image st the fisst distance and the at least
on second image at the second distance.
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5. The system according 1o claim 1. turther comprising
comparing the first data, second data, or both e enrallment
data derived from an cnrollment image, the enrallment
image caplured and stored prior o an authenticating: and

only authenticating the user when the first data. the second

data, or both match the enrellment data within a pre-
determined threshold.

6. The system according to claim 1. wherein the comput-
e device is o hand-held device, and the user holds the
device at the lirst and second distance (o capture the at least
ane first imape and the at least one sceond image.

7. The system according 1o claim 1. wherein the lirst data
and the second data comprise biometric data,

8. The system accarding 1o claim 1. wherein the lirst data
aned the second data comprise o mapping of fretal fentures.

¢ The method according to cloim 1. wherein the first
image and the second inwage s of the vser's face and the
user's face 1s held steady and without movement during
capture of the first image and the seeond imagze.

1o A method for authenticming three-dimensionality ol a
user via o User’s camera equipped computing deviee. the
methad. during an authentication session comprising:

sapluring ai least one first image ol the vser taken with the

cantera of the computing device av a lirst location
which is a {irst distance lrom the user:

processing the at least one {irst image or @ portion (o

create {irst data;

maving the camera from the st location W a second

location. the second location being o seeond distance
trom the user. or the user moving from the first location
to the second location 1o change the distnce between
the user and the camera from the lisst distance 1o a
second distance:

ciupluring o lesst one secomd image ol the user aken with

the cantern of the computing deviee at the second
distance from the user. the seeond distmee being
different than the fimst distanee:

processing the at leist one second image or 10 podion

thereol 1o create seeond data:

comparing the first data 10 the second data to determine

whether expected distortion exist between the {irst data
and the second data which indicated three-dimension-
ality ol the vser:

authenneating the user when the dillerences between the

lirst data and (he second data have expected distortion
resulting [rom movenent ol the camera from the fist
location e the second location or movement of (he user
from the first lecation 1o the second location. which
canses the change i distance between the user and the
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11. The methed according o ¢laim 10, Turther compris-
ing:

mterpolating the first data and the second data 0 obtain

estimated intermediate data;

capluring at least one third image of the vser taken with

the camera of the computing device at a thied distance
trom the user. the third distance being, between the first
distance and the second distunces:

processing the al least one third image or a portion thereol

to obtain third data: and

comparing the estimated Intermediate data with the third

data o determine whether the third data nisiches the
estimated intermediate data,

12, The method secording to elaim 10, further comprising
verifving the presence ol the user's cars in b at least one
first image. and veritving the absence or reduced visibility of
the wser's cars i the ot keast one second image. wherein the
lirst distance is larger than the second distnee.

13, The method according 1w clainn 10, wherein the
computing deviee s conlipured 1w display one or more
prompis on g sereen ol the computing device 1o guide the
user to capiure the at feast ane {irst image at the lirst distance
and the at least on second image at the second distanee.

14, The method according to claim 13, wherein the ene or
nmere prompts are ovals on the screen within which the face
al the user is placed 10 capture e at least one first image and
the ar least one second image.

15, The method according 1w clainn 10, wherein the
computing device is a hand-held device, and the user holds
the device al the first and second distances w capture the at
least one first image and the at least one second image.

16. The method according © claim 1 wherein the first
data and the second data compnse biometric data.

17. The methad according o claim 10, wherein the first
data and the sceond daa comprise a mapping of facial
Leatures,

18. The method aceording to claim 10, funher comprising
displaying an image on a screen of the computing device
while capturing the at least one (irst image andfor the at least
ane second nmage, and processing the ot least one {irst image
andior the at least one second Image 10 deteet a retlection of
the displayed inmage off of the user's face.

14, 'The method according to claim 10, wherein the vser's
tace 15 held steady and the camera moves [rom the first
location 1o the second location,

20, The method according o claim 10, wherein (he first
data and the sceond data are maintained on the computing
device.
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FaceTec U.S. Patent No. 10,776,471: iProov Liveness Assurance (iLA)

Original Claim Language

Accused Product: iProov Liveness Assurance (iLA)

10. A method for authenticating three-dimensionality of a user
via a user's camera equipped computing device, the method,
during an authentication session comprising:

The iLA system utilizes a camera-equipped computing device
to determine one or more user characteristics and thereby
confirm liveness. One aspect that is determined is if the user’s
face is three dimensional.

capturing at least one first image of the user taken with the
camera of the computing device at a first location which is a
first distance from the user;

The iLA system captures images of the user’s face. The
method includes capturing at least one first image of the user
taken with the camera of the computing device located at a first
distance from the user.

processing the at least one first image or a portion to create
first data;

The iLA system processes the at least one first image or portion
thereof to create first data. The processing by the iLA system
may include isolating the face of the user and discarding other
image information and/or creating a feature vector of the user’s
face.

moving the camera from the first location to a second location,
the second location being a second distance from the user, or
the user moving from the first location to the second location
to change the distance between the user and the camera from
the first distance to a second distance;

The iLA system also captures at least one second image of the
user that is taken at a second distance from the user. Using
visual onscreen queues, the user is guided to either move the
camera or move their face relative to the camera to achieve a
second capture distance that is different than the first distance.

capturing at least one second image of the user taken with the
camera of the computing device at the second distance from
the user, the second distance being different than the first
distance;

The iLA system next captures at least one second image at a
second distance.

processing the at least one second image or a portion thereof to
create second data;

The iLA system processes the at least one second image to
create second data. The processing by the iLA system may
include isolating the face of the user and discarding other image
information and/or creating a feature vector of the user’s face.

Page 2
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comparing the first data to the second data to determine
whether expected distortion exist between the first data and the
second data which indicated three-dimensionality of the user;
and

iProov has stated publicly that the iLA system utilizes a neural
network. In operation, a neural network necessarily compares
the first data and the second data to verify three-dimensionality.
Indeed, neural networks necessarily consider all received data
to generate the output decision. The iLA neural network
necessarily compares the first data and the second data to
identify distortion differences that confirm the three-
dimensionality of the user.

In addition, testing of the iLA system has shown that the system
seeks to confirm the three-dimensionality of the subject.

authenticating the user when the differences between the first
data and the second data have expected distortion resulting
from movement of the camera from the first location to the
second location or movement of the user from the first location
to the second location which causes the change in distance
between the user and the camera.

When the iLA system confirms that the differences between the
first data and the second data have expected distortion resulting
from movement of the camera from the first location to the
second location or movement of the user from the first location
to the second location, the iLA system will authenticate the
user.
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AO 440 (Rev. 06/12) Summons in a Civil Action

UNITED STATES DISTRICT COURT

for the
District of Nevada

FACETEC, INC., a Delaware corporation,

Plaintiff(s)

V. Civil Action No.

iPROOQV LTD, a United Kingdom limited liability
company,

N N N N N N N N N N N N

Defendant(s)
SUMMONS IN A CIVIL ACTION

To: (Defendant’s name and address) iPROOV LTD
10 York Rd.
London SE1 7ND, United Kingdom

A lawsuit has been filed against you.

Within 21 days after service of this summons on you (not counting the day you received it) — or 60 days if you
are the United States or a United States agency, or an officer or employee of the United States described in Fed. R. Civ.
P. 12 (a)(2) or (3) — you must serve on the plaintiff an answer to the attached complaint or a motion under Rule 12 of
the Federal Rules of Civil Procedure. The answer or motion must be served on the plaintiff or plaintiff’s attorney,
whose name and address are:  Nathaniel L. Dilger

Email: ndilger@onellp.com

ONE LLP

23 Corporate Plaza, Suite 150-105
Newport Beach, CA 92660
Telephone: (949) 502-2870

If you fail to respond, judgment by default will be entered against you for the relief demanded in the complaint.
You also must file your answer or motion with the court.

CLERK OF COURT

Date:

Signature of Clerk or Deputy Clerk
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Civil Action No.

PROOF OF SERVICE
(This section should not be filed with the court unless required by Fed. R. Civ. P. 4 (1))

This summons for (name of individual and title, if any)

was received by me on (date)

3 1 personally served the summons on the individual at (place)

on (date) ;or

3 1 left the summons at the individual’s residence or usual place of abode with (name)
, a person of suitable age and discretion who resides there,
on (date) , and mailed a copy to the individual’s last known address; or

(A | served the summons on (name of individual) , Who is

designated by law to accept service of process on behalf of (name of organization)

on (date) ; or
3 | returned the summons unexecuted because por
(A Other (specify):
My fees are $ for travel and $ for services, for a total of $ 0.00

I declare under penalty of perjury that this information is true.

Date:
Server’s signature

Printed name and title

Server’s address

Additional information regarding attempted service, etc:

i Seers |




